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Abstract

Let N > 1 be an integer coprime to 6 such that N /∈ {5, 7, 13} and let g = g(N) be the genus of the
modular curve X0(N). We compute the intersection matrices relative to special fibres of the minimal
regular model of X0(N). Moreover we prove that the self-intersection of the Arakelov canonical sheaf of
X0(N) is asymptotic to 3g logN , for N → +∞.
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1 Introduction

1.1 Presentation of the results

The self-intersection of the Arakelov canonical sheaf of an arithmetic surface, here denoted by 〈ω, ω〉, is a
crucial arithmetic invariant for several reasons (assuming that the genus of the generic fibre is at least 2):

• It appears in the arithmetic Noether’s formula proved in [Fal84], up to an unknown constant, and,
explicitating this constant, in [MB89]. So it is closely related to the Faltings height of the Jacobian of
the generic fibre of the arithmetic surface.
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• The inequality 〈ω, ω〉 > 0 for semistable, minimal, regular models is equivalent to the arithmetic
Bogomolov conjecture for curves proved by Ullmo and Zhang in [Ull98] and [Zha98].

• Suitable upper bounds for 〈ω, ω〉 imply an effective version of the Mordell conjecture (see for instance
[MB90]).

The study of the quantity 〈ω, ω〉 is in general tremendously difficult since it requires a deep knowledge
of the specific model of the curve under investigation together with some analytic information involving the
curve seen as a point inside the compactified moduli space. Nevertheless, some partial results are known
for Fermat curves, hyperelliptic curves, Belyi curves and modular curves (see for instance [dJ04],[CK09],
[ECdJ+11], [Küh13], [Jav14]).

The exact value of 〈ω, ω〉 for minimal regular models of modular curves is currently not known, but it
makes sense to try to figure out what is the asymptotic behaviour of 〈ω, ω〉 when the level grows. This
problem has been partially investigated for all the “classical” modular curves X0(N), X1(N), X(N). In
particular if we denote with g = g(N) the genus of curve, it turned out that1

〈ω, ω〉 ∼ 3g logN, for N → +∞, (1)

in the following cases:

• For X0(N) when N is square-free with (N, 6) = 1 (see [AU97] and [MU98]) and moreover when
N ∈ {p2, p3, p4} for p > 5 prime (see [BBC20] and [BMC22]).

• For X1(N) when N is at the same time square-free, odd and divisible by at least two coprime integers
bigger than 4. (see [May14]).

Moreover, for X(N), which is defined over Q(ζN ), in [GvP22] it is shown that 1
ϕ(N) 〈ω, ω〉 ∼ 2g logN ,

when N is at the same time square-free, composite and odd.
In this paper we restrict our attention to the case of X0(N) and its minimal regular model X , which

has singular and not reduced fibres only above the primes dividing the level N . In order to calculate the
“finite contribution” of 〈ω, ω〉, for every p | N one needs the matrix containing all the intersection numbers
between the irreducible components of the fibre Xp over p. We compute such matrices for every N > 1
coprime to 6 such that N /∈ {5, 7, 13}. The assumption (N, 6) = 1 on the level is substantial, since at the
moment we don’t have well behaved regular models of X0(N) when either 2 | N or 3 | N . On the other
hand, the restriction N /∈ {5, 7, 13} is just a matter of convenience, since these cases must be treated with
slightly different methods. In the literature the intersection matrices of the minimal regular models of X0(N)
had been explicitly computed only for N at the same time coprime to 6 and squarefree (see [DR73] and
[Maz77, Appendix]) and for N ∈ {p2, p3, p4} and p a prime (see [Edi90] and [BMC22]). Moreover, we use
the intersection matrices of X to study the asymptotics of 〈ω, ω〉 for the modular curves X0(N), when N
is coprime to 6 extending (as expected) the aforementioned results. In particular we prove the following
theorem:

Theorem 1.1. Let N > 1 be an integer coprime to 6 and let ω be the Arakelov canonical sheaf of the minimal
regular model of X0(N), then

〈ω, ω〉 ∼ 3g logN, for N → +∞.

1.2 Overview of the paper

We follow the approach of [BBC20] and [BMC22] for the case N ∈ {p2, p3, p4}, but with several refinements
and improvements. Let N > 1 be an integer coprime to 6; first of all we make use of the Edixhoven’s model
for X0(N) (see [Edi90]): it is a regular model X ′ → SpecZ with the property that for every prime ` - N
the fibre X ′` over ` is smooth and irreducible. Above the primes dividing N we find the so called special
fibres that have many irreducible components, that can be completely described. The Edixhoven’s model is
in general not minimal and in some cases it is necessary to perform several blow downs in order to obtain

1The notation ∼ between positive real valued sequences reads as “is asymptotic to”. In symbols: aN ∼ bN , for N → ∞ if
limN→∞

aN
bN

= 1.
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the minimal regular model X . Each intersection matrix of the special fibres of X is the symmetric square
matrix whose entries are the intersection numbers of the components of the special fibre. They appear as
the coefficient matrices of some linear systems whose Q-solutions are the multiplicities of two special rational
vertical divisors V0 and V∞ supported on the special fibres of X . By using the Faltings-Hriljac’s version of
the Hodge’s index theorem and the Manin-Drinfeld’s theorem it is possible to write 〈ω, ω〉 in the following
way:

〈ω, ω〉 = −4g(g − 1)〈H0, H∞〉︸ ︷︷ ︸
(a)

+
g〈V0, V∞〉
g − 1

− 〈V0, V0〉+ 〈V∞, V∞〉
2g − 2︸ ︷︷ ︸

(b)

+
h0 + h∞

2︸ ︷︷ ︸
(c)

,

where:

(a) is a multiple of the Arakelov intersection between H0 and H∞, which are the prolongation on X of the
two cusps 0 and ∞ of X0(N);

(b) contains only the intersection between V0 and V∞ and their respective self-intersections;

(c) is a “height term” related to the Néron-Tate’s height of the restriction of some specific horizontal
divisors on the generic fiber.

The pieces (a) and (c) contain the data relative to the “self-intersection at infinity” of ω. Their asymptotics
have already been estimated respectively in [MvP22] and [MU98, Section 6]. In this paper we are able to
exactly calculate the term (b). The main difficulty consisted in finding an explicit expression for the divisors
V0 and V∞ for a general N since the dimension of the matrix of the above mentioned linear systems depends
on N . We observed that the exact solutions of these linear systems, written in a suitable way, have a “simple”
shape that we proved is the correct formula for every level N using the software Mathematica. Our method
for finding V0 and V∞ is completely general and depends on the Zariski’s lemma for vector spaces (see [Mor13,
Lemma 2.2.1]). Whereas in [BBC20] and [BMC22] the authors use some ad hoc techniques. Also the final
computation of the summand (b) is performed by using the software Mathematica.

The structure of the paper is the following: In Section 2 we fix the notation and we briefly recall the
needed basic concepts. In Section 3.1 we give a detailed description of the Edixhoven’s model and we compute
the intersection matrices. In Section 3.2 we discuss the process of obtaining the minimal regular model, when
necessary, and, in Section 3.3, we give the intersection matrices for these minimal models. Finally, Section 4
is devoted to the proof of Theorem 1.1. Moreover Appendix A contains the drawings of the special fibers of
the Edixhoven’s model. In the github repository [DM] we provide the codes of Mathematica we used for the
computations.

Acknowledgements The authors are deeply grateful to Professor P. Parent for helping them with some
computations and for his suggestions. A special thanks goes also to Professor A. Chambert-Loir for his kind
comments. This research project started on 2021 when both the authors where postdoc researchers at the
University of Udine. During the completion of the first version of paper the first author was supported by
Ben-Gurion University. The second author is supported by the “National Group for Algebraic and Geometric
Structures, and their Applications” (GNSAGA - INdAM).

2 Preliminaries

2.1 Arakelov theory

In this section we briefly recall the basic notions of Arakelov geometry on arithmetic surfaces, for more details
the reader can consult the original Arakelov paper [Ara74] together with Faltings seminal paper [Fal84], or
the more recent books [Lan88] and [Mor14]. For our purposes, it is enough to deal with the theory for curves
defined over Q, but everything can be easily written down when the ground field is any number field, in fact
it is enough to add more places at infinity.

Let X be a smooth, geometrically integral, projective curve over Q of genus g > 0, and let f : X → SpecZ
be any proper, flat, regular model of X. On X it is not possible to define a meaningful intersection pairing
between divisors that descends to the Picard group. Nevertheless, there is a “partial” Z-valued intersection
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pairing which is well defined when at least one of the divisors is supported over a prime p (i.e., contained
in one fiber of f). For every D ∈ Div(X ) and every D′ ∈ Div(X ) such that supp(D) ⊆ Xp we denote this
pairing by D · D′; for further details and properties the reader can check [Liu06, Chapter 9]. In order to
intersect horizontal divisors we need to take into account the base change curve XC as a fiber lying over the
Archimedean place of Z, i.e., as a fiber at infinity. At this point one needs to fix a Kähler form Ω on XC,
and in general the intersection numbers depend on such a choice. Arakelov proposed a canonical choice for
this Kähler form which here we denote by Ωcan (see for instance [Mor14, page 112]). One can extend the
notion of line bundle on X and introduce the concept of admissible hermitian line bundle which is a couple
L = (L, h) where L is a line bundle on X and h is a C∞-hermitian metric on the base change LC (on XC)
satisfying:

c1(L) = aΩcan, for a ∈ R,
where c1(L) is the first Chern form of L. By using the Deligne pairing and the notion of Arakelov degree for
hermitian line bundles on SpecZ one can define a R-valued intersection pairing between admissible hermitian

line bundles which is denoted by 〈L,L′〉.
There is a map that relates admissible hermitian line bundle to Arakelov divisors which are the pairs

D = (D,α) where D ∈ Div(X ) and α ∈ R. Here it is important to mention that the real constant α
appearing in D can be recovered as the integral of a Green’s function over XC. The Arakelov divisors

form a group under the obvious notion of addition and one can form the Arakelov-Chow group CH
1
(X)

by performing the quotient by an adequate notion of principal Arakelov divisors. In [Ara74] is defined a

R-valued bilinear and symmetric intersection pairing among Arakelov divisors denoted as 〈D,D′〉. We point
out that an ordinary divisor D ∈ Div(X ) can be identified with the Arakelov divisor (D, 0) and, therefore
the notation 〈D,D′〉 makes sense. In particular, if D is any divisor and D′ is a divisor supported over the
prime p and we have the following fundamental relationship:

〈D,D′〉 = (D ·D′) log p.

A crucial result of the theory (see for instance [Mor14, Sections 4.3 and 4.4]) shows that the aforementioned
map between admissible line bundles and Arakelov divisors descends to a group isomorphism between the

isometry classes of admissible line bundles and CH
1
(X) and moreover preserves the intersection pairings.

The relative canonical sheaf ω of f : X → SpecZ can be endowed with a canonical hermitian metric so that
we obtain the Arakelov canonical sheaf ω that satisfies an arithmetic version of the adjunction formula (see
for instance [Mor14, Section 4.5]). Let K be a canonical divisor of X i.e., every divisor whose corresponding
line bundle is isomorphic to ω, then one can easily prove that as an Arakelov divisor K corresponds to ω
through the above mentioned isomorphism. Therefore we conclude that 〈K,K〉 = 〈ω, ω〉. Let ∆ be diagonal
of XC ×XC, then there exists a unique (symmetric) C∞-function G : (XC ×XC)−∆→ R such that:

(i) around any point P ∈ XC we can write G(P, ·) = − log |z|2 + u, where z is a chart centered in P and u
is a C∞-function;

(ii) 1
2πi∂∂̄G(P, ·) = Ωcan;

(iii)
∫
XC
G(P, ·)Ωcan = 0.

This function is called the (canonical) Green’s function on XC and it is crucial to compute the contribution
at infinity of the Arakelov intersection pairing. For instance if P and Q are disjoint Arakelov divisors that
are the closures on X respectively of P,Q ∈ X(Q), then one can show that

2〈P ,Q〉 = −G(P,Q).

2.2 Modular curves

In this subsection we explain our notation and recall some basic facts about modular curves. Our main
reference for this subsection is [DS05]. Let H := {τ ∈ C : Im(τ) > 0} be the complex upper half-plane, let
P1(Q) be the set of cusps and denote by H∗ := H ∪ P1(Q) the extended complex upper half-plane. There is
an action of SL2(Z) on H∗ given, for

(
a b
c d

)
∈ SL2(Z) and τ ∈ H∗, by(
a b
c d

)
τ :=

aτ + b

cτ + d
.
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Let N be a positive integer, the subgroup

Γ(N) := {
(
a b
c d

)
∈ SL2(Z) :

(
a b
c d

)
≡ ( 1 0

0 1 ) mod N}

is called principal congruence subgroup of level N . Each subgroup Γ of SL2(Z) containing Γ(N) is called
congruence subgroup of level N . We define the modular curve over C associated to a congruence subgroup Γ
in the following way:

XΓ := Γ\H∗.

We also define, for every positive integer N , the congruence subgroup

Γ0(N) := {
(
a b
c d

)
∈ SL2(Z) :

(
a b
c d

)
≡ ( ∗ ∗0 ∗ ) mod N},

(where any ∗ in the matrices means “no restriction”) and we define the associated modular curve:

X0(N) := Γ0(N)\H∗.

The curve X0(N) is defined over C, but it can be defined over Q as well (see [DS05, Chapter 7]).

Remark 2.1. The genus g of X0(N) is given, for N ≥ 3, by

g = 1 +
d(N)

12
− ε2(N)

4
− ε3(N)

3
− ε∞(N)

2
,

with d, ε2, ε3 and ε∞ multiplicative functions given, for a prime p, by

d(pn) = pn−1(p+ 1),

ε2(pn) =

{
0, if p = 2 and n ≥ 2,

1 +
(
−1
p

)
, otherwise,

ε3(pn) =

{
0, if p = 3 and n ≥ 2,

1 +
(
−3
p

)
, otherwise,

ε∞(pn) =

{
p

n
2−1(p+ 1), if n is even,

2p
n−1
2 , if n is odd,

where
(
·
p

)
is the Kronecker symbol (see for example [DS05, Section 3.9, pag. 107]). In our case, i.e., N > 1

coprime with 6, we have that

g =
d(N)

12
+ o(N), for N → +∞. (2)

The modular curve X0(N) = Γ0(N)\H∗ can be seen as the set of C-points of a coarse moduli space where
each point Γ0(N)τ , for τ ∈ H, represents a pair (E,C), up to a suitable equivalence relation, where E is
an elliptic curve over C and C is cyclic subgroup of order N of E (see [DS05, Section 1.5]). The reduction
modulo a prime ` - N is compatible with the moduli space structure by Igusa’s theorem (see [DS05, Section
8.6]), hence a point represented by an equivalence class of pairs {(E,C)} reduces to a point represented by an
equivalence class of pairs {(Ē, C̄)} where the overline means the reduction modulo ` or, in other terms, the
overline mean the base change to F`. The reduction modulo a prime p | N is more complicated (see [KM85])
but some points can still be identified with equivalence classes of pairs {(E′, C ′)} where the curve E′ is defined
over Fp. We call a point on X0(N) reduced modulo a prime, dividing or not the level N , supersingular if it
has an identification with an equivalence class of pairs {(E,C)} such that E is a supersingular elliptic curve
over the corresponding finite field, i.e., an elliptic curve whose endomorphism ring is isomorphic to an order
of a quaternion algebra of dimension 4 over the finite field. The j-invariant of a supersingular elliptic curve
is called a supersingular j-invariant.
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3 Regular models of X0(N)

In [Edi90], Edixhoven found a regular model of the curve X0(N), for N coprime to 6. We denote Edixhoven’s
model by X ′. In most of the cases this regular model is minimal. But in some cases some blow downs are
necessary to get the minimal regular model (see Section 3.2 below for more details about this). In both
cases we denote by X the minimal regular model of X0(N). In this paper we need to study the geometry
of the fibres of X ′ and X which can be not reduced, so from now on with the word “genus”(of a curve) we
tacitly mean “arithmetic genus”. For every prime p we denote by X ′p the geometric fiber over p, namely

X ′p := X ′ ×SpecZ SpecFp which is also the closed fiber of the base change of X ′ to the Witt ring W (Fp). We
do similarly for X .

3.1 The Edixhoven’s model

In this is subsection we fix N > 1 and (N, 6) = 1.

Here we describe in a very detailed way the Edixhoven’s model X ′; the related drawings can be found in
Appendix A. For a prime ` - N , the fiber X ′` of X ′ at ` is smooth (see [DS05, Theorem 8.6.1 and the discussion
below]) and it is isomorphic to X0(N)/F`. The fiber X ′p at p a prime dividing N is more complicate. Let
N = pnM , with p - M . The fiber X ′p has n+ 1 Igusa components denoted by C ′a and indexed by an integer

a ∈ {0, 1, . . . , n}. Each C ′a is a curve isomorphic to X0(M)/Fp with multiplicity φ(pmin(a,n−a)), where φ is
the Euler’s totient function. Let

ξ(m) :=
1−

(
m
p

)
2

, (3)

where
(
·
p

)
is the Kronecker symbol, in particular we only use the following two special cases:

ξ(−1) =
2− ε2(pn)

2
=

{
0, if p ≡ 1 (mod 4),

1, if p ≡ 3 (mod 4),
and ξ(−3) =

2− ε3(pn)

2
=

{
0, if p ≡ 1 (mod 3),

1, if p ≡ 2 (mod 3).

Let

k :=
p− 1

12
d(M)− 1

2
ξ(−1)ε2(M)− 1

3
ξ(−3)ε3(M), (4)

then there are

kss := k + ξ(−1)ε2(M) + ξ(−3)ε3(M) =
p− 1

12
d(M) +

3

2
ξ(−1)ε2(M) +

4

3
ξ(−3)ε3(M) (5)

points where each Igusa component intersects all the others (the notation is the same as Remark 2.1). Among
these kss points, k correspond to the supersingular j-invariants modulo p for j /∈ {0, 1728}. The remaining (if
any) comes from the ramification points over the possibly supersingular j-invariant j ∈ {0, 1728}. Moreover,
there are some extra components whose number and properties depend on p mod 12 and are related to the
elliptic points of X0(M).

Case p ≡ 1 (mod 12). In this case for each C ′a with a /∈ {0, n}, there are ε2(M) extra components denoted
by E′a,i, with i = 1, . . . , ε2(M), such that each E′a,i has multiplicity 1

2φ(pmin(a,n−a)) and intersects only
C ′a at the i-th elliptic point of X0(M) corresponding to the j-invariant j = 1728. Moreover, for each
C ′a with a /∈ {0, n}, there are ε3(M) extra components denoted by F ′a,i, with i = 1, . . . , ε3(M), such

that F ′a,i has multiplicity 1
3φ(pmin(a,n−a)) and intersects only C ′a at the i-th elliptic point of X0(M)

corresponding to the j-invariant j = 0. See Figure 1 in Appendix A.

Case p ≡ 5 (mod 12). In this case for each C ′a with a /∈ {0, n}, there are ε2(M) extra components denoted
by E′a,i, with i = 1, . . . , ε2(M), such that each E′a,i has multiplicity 1

2φ(pmin(a,n−a)) and intersects only
C ′a at the i-th elliptic point of X0(M) corresponding to the j-invariant j = 1728. Moreover, if n is
even there are ε3(M) extra components denoted by F ′∞,i, with i = 1, . . . , ε3(M), each with multiplicity
1
3ε∞(pn) that intersects in a single point all the C ′a for 0 ≤ a < n

2 , intersects in a separate point C ′n
2
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and intersects in a separate single point all the C ′a for n
2 < a ≤ n; these intersection points on the

Igusa components correspond to the i-th elliptic point of X0(M) associated to the j-invariant j = 0.
If n is odd there are 2ε3(M) extra components denoted by F ′0,i and F ′n,i, with i = 1, . . . , ε3(M), each

with multiplicity 1
2ε∞(pn) and such that F ′0,i intersects F ′n,i (same i) in one point, F ′0,i intersects in a

single point every C ′a for 0 ≤ a < n
2 and F ′n,i intersects in a single point every C ′a for n

2 < a ≤ n; these
intersection points on the Igusa components correspond to the i-th elliptic point of X0(M) associated
to the j-invariant j = 0. See Figures 2 and 3 in Appendix A.

Case p ≡ 7 (mod 12). In this case there are ε2(M) extra components denoted by E′∞,i, with i = 1, . . . , ε2(M),

each with multiplicity 1
2ε∞(pn) and that intersects in a single point all the C ′a for 0 ≤ a < n

2 , intersects
in a separate single point all the C ′a for n

2 < a ≤ n and intersects (only when n is even) in a separate
point C ′n

2
; these intersection points on the Igusa components correspond to the i-th elliptic point of

X0(M) associated to the j-invariant j = 1728. Moreover, for each C ′a with a /∈ {0, n}, there are ε3(M)
extra components denoted by F ′a,i, with i = 1, . . . , ε3(M), such that F ′a,i has multiplicity 1

3φ(pmin(a,n−a))
and intersects only C ′a at the i-th elliptic point of X0(M) corresponding to the j-invariant j = 0. See
Figure 4 in Appendix A.

Case p ≡ 11 (mod 12). In this case there are ε2(M) extra components denoted by E′∞,i, with i = 1, . . . , ε2(M),

each with multiplicity 1
2ε∞(pn) and that intersects in a single point all the C ′a for 0 ≤ a < n

2 , intersects
in a separate single point all the C ′a for n

2 < a ≤ n and intersects (only when n is even) in a separate
point C ′n

2
; these intersection points on the Igusa components correspond to the i-th elliptic point of

X0(M) associated to the j-invariant j = 1728. Moreover, if n is even there are ε3(M) extra components
denoted by F ′∞,i, with i = 1, . . . , ε3(M), each with multiplicity 1

3ε∞(pn) that intersects in a single point
all the C ′a for 0 ≤ a < n

2 , intersects in a separate point C ′n
2

and intersects in a separate single point all

the C ′a for n
2 < a ≤ n; these intersection points on the Igusa components correspond to the i-th elliptic

point of X0(M) associated to the j-invariant j = 0. If n is odd there are 2ε3(M) extra components
denoted by F ′0,i and F ′n,i, with i = 1, . . . , ε3(M), each with multiplicity 1

2ε∞(pn) and such that F ′0,i
intersects F ′n,i (same i) in one point, F ′0,i intersects in a single point every C ′a for 0 ≤ a < n

2 and F ′n,i
intersects in a single point every C ′a for n

2 < a ≤ n; these intersection points on the Igusa components
correspond to the i-th elliptic point of X0(M) associated to the j-invariant j = 0. See Figures 5 and 6
in Appendix A.

Hence, we have that:

• if p ≡ 1 (mod 12),

X ′p = C ′0 + C ′n +

n−1∑
a=1

φ(pmin(a,n−a))

C ′a +
1

2

ε2(M)∑
i=1

E′a,i +
1

3

ε3(M)∑
i=1

F ′a,i

 ;

• if p ≡ 5 (mod 12) and n is even,

X ′p = C ′0 + C ′n +

n−1∑
a=1

φ(pmin(a,n−a))

C ′a +
1

2

ε2(M)∑
i=1

E′a,i

+
1

3
ε∞(pn)

ε3(M)∑
i=1

F ′∞,i;

• if p ≡ 5 (mod 12) and n is odd,

X ′p = C ′0 + C ′n +

n−1∑
a=1

φ(pmin(a,n−a))

C ′a +
1

2

ε2(M)∑
i=1

E′a,i

+
1

2
ε∞(pn)

ε3(M)∑
i=1

(
F ′0,i + F ′n,i

)
;

• if p ≡ 7 (mod 12),

X ′p = C ′0 + C ′n +

n−1∑
a=1

φ(pmin(a,n−a))

C ′a +
1

3

ε3(M)∑
i=1

F ′a,i

+
1

2
ε∞(pn)

ε2(M)∑
i=1

E′∞,i;
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• if p ≡ 11 (mod 12) and n is even,

X ′p = C ′0 + C ′n +

n−1∑
a=1

φ(pmin(a,n−a))C ′a + ε∞(pn)

1

2

ε2(M)∑
i=1

E′∞,i +
1

3

ε3(M)∑
i=1

F ′∞,i

 ;

• if p ≡ 11 (mod 12) and n is odd,

X ′p = C ′0 + C ′n +

n−1∑
a=1

φ(pmin(a,n−a))C ′a +
1

2
ε∞(pn)

ε2(M)∑
i=1

E′∞,i +

ε3(M)∑
i=1

(
F ′0,i + F ′n,i

) .

By [Edi90], we know the local equation of each component. Let P be a point not corresponding to an elliptic
point of X0(M), then the local equation of C ′a near P is

x− ypn = 0, if a = 0,

xp
n − y = 0, if a = n,

(xp
a−1 − ypn−a−1

)p−1 = 0, if a ∈ {1, . . . , n− 1}.

Let P be a point corresponding to an elliptic point over j = 1728. If a < n
2 , then the local equation near P

of E′a,i is t = 0, for every i ∈ {1, . . . , ε2(M)}, and the local equation near P of C ′a is

u− t
pn−2a−1

2 = 0,

where t = y2 and u = x
y . If a > n

2 , then the local equation near P of E′a,i is s = 0, for every i ∈ {1, . . . , ε2(M)},
and the local equation near P of C ′a is

s
p2a−n−1

2 − v = 0,

where s = x2 and v = y
x . Let P be a point corresponding to an elliptic point over j = 0. If a < n

2 , then the
local equation near P of F ′a,i is t = 0, for every i ∈ {1, . . . , ε3(M)}, and the local equation near P of C ′a is

u− t
pn−2a−1

3 = 0,

where t = y3 and u = x
y . If a > n

2 , then the local equation near P of F ′a,i is s = 0, for every i ∈ {1, . . . , ε3(M)},
and the local equation near P of C ′a is

s
p2a−n−1

3 − v = 0,

where s = x3 and v = y
x .

Recall that if A is a local algebra over a field κ with maximal ideal m and B is a finitely generated
A-module, we have that

lengthA(B) dimκ(A/m) = dimκ(B).

See for example [Liu06, Exercise 1.6 (d), Chapter 7]. So, takingA = Fp[x, y](x,y)/(f1), B = Fp[x, y](x,y)/(f1, f2),
where f1 = 0 and f2 = 0 are the local equations at P of the two prime components considered, in order to
find the local intersection numbers we compute

dimFp
Fp[x, y](x,y)/(f1, f2).

Then we sum these numbers for each intersection point of the two prime components. For instance, if
0 < a < a′ < n/2 and P is a supersingular point that is not an elliptic point, we have that C ′a has
multiplicity (p− 1)pa−1 and local equation at P

x− yp
n−2a

= 0,

C ′a′ has multiplicity (p− 1)pa
′−1 and local equation at P

x− yp
n−2a′

= 0.
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Hence

B = Fp[x, y](x,y)/(x− yp
n−2a

, x− yp
n−2a′

).

Since we have(
x− yp

n−2a

, x− yp
n−2a′

)
=
(
yp

n−2a′

− yp
n−2a

, x− yp
n−2a′

)
=
(
yp

n−2a′

(1− yp
2a′−2a

), x− yp
n−2a′

)
=

=
(
yp

n−2a′

, x− yp
n−2a′

)
=
(
yp

n−2a′

, x
)
,

then

dimFp
Fp[x, y](x,y)/(y

pn−2a′

, x) = pn−2a′ .

Finally, since we have k supersingular points that are not elliptic points (see Equation (4)), we obtain
C ′a · C ′a′ = kpn−2a′ when p ≡ 1 (mod 12). In a similar way we get all the intersection numbers: Let ξ be
defined as in Equation (3), let k be defined as in Equation (4) and let

µ(a, a′) := min(|n− 2a|, |n− 2a′|),

then the intersection numbers among the components of X ′p are the following:

• for a, a′ ∈ {0, . . . , n} with a 6= a′, we have if (n− 2a)(n− 2a′) > 0 that

C ′a · C ′a′ = kpµ(a,a′) +
1

2
ξ(−1)ε2(M)(pµ(a,a′) − 1) +

1

3
ξ(−3)ε3(M)

(
pµ(a,a′) − 3− (−1)n

2

)
,

and if (n− 2a)(n− 2a′) ≤ 0 that
C ′a · C ′a′ = k;

• for a ∈ {0, . . . , n}, a′ ∈ {1, . . . , n− 1,∞}, i ∈ {1, . . . , ε2(M)}, we have

C ′a · E′a′,i =

{
1, if a′ = a or a′ =∞,
0, otherwise;

• for a ∈ {0, . . . , n}, a′ ∈ {0, . . . , n,∞}, i ∈ {1, . . . , ε3(M)}, we have

C ′a · F ′a′,i =


1,


if a′ = a

or a′ =∞
or a′ = 0 and n− 2a > 0

or a′ = n and n− 2a < 0,

0, otherwise;

• for a, a′ ∈ {1, . . . , n− 1,∞}, i, i′ ∈ {1, . . . , ε2(M)}, with (a, i) 6= (a′, i′), we have

E′a,i · E′a′,i′ = 0;

• for a ∈ {1, . . . , n− 1,∞}, a′ ∈ {0, . . . , n,∞}, i ∈ {1, . . . , ε2(M)}, i′ ∈ {1, . . . , ε3(M)},

E′a,i · F ′a′,i′ = 0;

• for a, a′ ∈ {0, . . . , n,∞}, i, i′ ∈ {1, . . . , ε3(M)}, with (a, i) 6= (a′, i′), we have

F ′a,i · F ′a′,i′ =

{
1, if (a, a′) ∈ {(0, n), (n, 0)} and i = i′,

0, otherwise.
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By [Liu06, Proposition 1.21 (a), Chapter 9], for each prime divisor C we have C · X ′p = 0. Hence, from the
previous intersection numbers we get the following self-intersection numbers:

(C ′a)2 =

{
− 1

12d(M)pn−1(p− 1)− 1
2ξ(−1)ε2(M)− 3−(−1)n

6 ξ(−3)ε3(M), if a ∈ {0, n},
− 1

6d(M)p|n−2a| − 1
2ε2(M)− 1

3ε3(M)− 1−(−1)n

6 ξ(−3)ε3(M), if a ∈ {1, . . . , n− 1},

(E′a,i)
2 = −2, for a ∈ {1, . . . , n− 1,∞}, i ∈ {1, . . . , ε2(M)},

(F ′a,i)
2 =

{
−2, if a ∈ {0, n},
−3, if a ∈ {1, . . . , n− 1,∞},

for i ∈ {1, . . . , ε3(M)}.

For the reader’s convenience we show how to obtain for instance (E′a,i)
2, for p ≡ 1 (mod 12):

E′a,i · X ′p = 0,

E′a,i ·

C ′0 + C ′n +

n−1∑
a′=1

φ(pmin(a′,n−a′))

C ′a +
1

2

ε2(M)∑
i′=1

E′a′,i′ +
1

3

ε3(M)∑
i′=1

F ′a′,i′

 = 0,

E′a,i · C ′0 + E′a,i · C ′n +

n−1∑
a′=1

φ(pmin(a′,n−a′))

E′a,i · C ′a′ +
1

2

ε2(M)∑
i′=1

E′a,i · E′a′,i′ +
1

3

ε3(M)∑
i′=1

E′a,i · F ′a′,i′

 = 0,

0 + 0 + φ(pmin(a,n−a))

(
1 +

1

2
(E′a,i)

2 +
1

3
· 0
)

= 0,

(E′a,i)
2 = −2.

Remark 3.1. When n is even, we observe that

(C ′n/2)2 = −d(M) + 3ε2(M) + 2ε3(M)

6
,

hence it does not depend on pn, but only on M .

3.2 Non-minimal Edixhoven’s models

The surface X ′ is minimal when the special fibres don’t contain exceptional divisors i.e., components isomor-
phic to P1 and with self-intersection equal to −1. It follows that, in order to locate the exceptional divisors,
we have to look exclusively at the self-intersections computed at the end of Section 3.1. They are always
different from −1 except for:

• n = M = 1 and p ∈ {5, 7, 13}, in these cases (C ′0)2 = (C ′1)2 = −1;

• M = 1 and n even (it follows by Remark 3.1), in these cases (C ′n/2)2 = −1.

So in all these cases the Edixhoven’s model is not minimal. Since we are interested in the asymptotic
behaviour of the intersection numbers, we don’t discuss the ad hoc blow downs necessary when N ∈ {5, 7, 13}
and for simplicity we make the following assumption:

From now on and until the end of Section 3 we fix N > 1, (N, 6) = 1 and N /∈ {5, 7, 13}.

If M = 1 and n is even, we need three blow downs to get the minimal regular model. We denote the
composition of these three blow downs by π : X ′ → X . If X ′ is already minimal, π is just the identity map.
Let C be a prime divisor of X , let π∗(C) be the pullback of C, let C ′ be the corresponding divisor of C
in X ′ and, for i = 1, . . . , c, let Di be the c prime divisors contracted by π. Repeatedly applying [Liu06,
Proposition 2.23, Chapter 9], we get

π∗(C) = C ′ +

c∑
i=1

diDi,

with d1, . . . , dc ∈ Z. So, we can compute the di’s using the fact that Di ·π∗(C) = 0, for every i = 1, . . . , c, see
[Liu06, Theorem 2.12 (a), Chapter 9]. Now we list the results of the pullbacks when M = 1 and n is even.
Since d(1) = ε2(1) = ε3(1) = 1 (see Remark 2.1 and Equation (4) for the notation), we have:
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Case p ≡ 1 (mod 12). We have to contract C ′n/2, E′n/2,1 and F ′n/2,1 obtaining

π∗(Ca) = C ′a + 6kC ′n/2 + 3kE′n/2,1 + 2kF ′n/2,1, for a 6= n/2,

π∗(Ea,1) = E′a,1, for a 6= n/2,

π∗(Fa,1) = F ′a,1, for a 6= n/2.

Case p ≡ 5 (mod 12). We have to contract C ′n/2, E′n/2,1 and F ′∞ obtaining

π∗(Ca) = C ′a + (6k + 2)C ′n/2 + (3k + 1)E′n/2,1 + (2k + 1)F ′∞,1, for a 6= n/2,

π∗(Ea,1) = E′a,1, for a 6= n/2.

Case p ≡ 7 (mod 12). We have to contract C ′n/2, E′∞,1 and F ′n/2,1 obtaining

π∗(Ca) = C ′a + (6k + 3)C ′n/2 + (3k + 2)E′∞,1 + (2k + 1)F ′n/2,1, for a 6= n/2,

π∗(Fa,1) = F ′a,1, for a 6= n/2.

Case p ≡ 11 (mod 12). We have to contract C ′n/2, E′∞,1 and F ′∞,1 obtaining

π∗(Ca) = C ′a + (6k + 5)C ′n/2 + (3k + 3)E′∞,1 + (2k + 2)F ′∞,1, for a 6= n/2.

3.3 Minimal regular models and intersection matrices

Here we describe the minimal regular model for X0(N) with N = pnM > 1, coprime to 6 and N /∈ {5, 7, 13}.
As explained in Section 3.2 above, if either M > 1 or n is odd, the Edixhoven’s model is already a minimal
regular model. In every case we use the same notation as Section 3.1 for model and components just dropping
the dash when we refer to the minimal regular model. In the cases where blow downs are necessary, N = pn

and the only fiber that change is Xp, hence we write it below for convenience. Since C ·D = π∗(C) · π∗(D)
for every prime divisor C and D (see [Liu06, Theorem 2.12 (c), Chapter 9]), using Section 3.2 we compute
all the intersection numbers of the components of Xp. Finally, we compute the self-intersection numbers,
as in Section 3.1 above, using the intersection numbers and the fact that for each prime divisor C we have
C · Xp = 0 ([Liu06, Proposition 1.21 (a), Chapter 9]). Hence we get:

Xp =

n∑
a=0
a 6=n/2

φ(pmin(a,n−a))Ca +

n−1∑
a=1
a6=n/2

φ(pmin(a,n−a))

(
1

2
ξ(−3)Ea,1 +

1

3
ξ(−1)Fa,1

)
,

Ca · Ca′ = C ′a · C ′a′ + 6k2 + (6k + 2)ξ(−1) + (4k + 1)ξ(−3) + 2ξ(−1)ξ(−3), for a, a′ ∈ {0, . . . , n} − {n/2},

Ca · Ea′,1 =

{
1, if a = a′,

0, if a 6= a′,
for a ∈ {0, . . . , n} − {n/2}, a′ ∈ {1, . . . , n− 1} − {n/2},

Ca · Fa′,1 =

{
1, if a = a′,

0, if a 6= a′,
for a ∈ {0, . . . , n} − {n/2}, a′ ∈ {1, . . . , n− 1} − {n/2},

Ea,1 · Ea′,1 =

{
−2, if a = a′,

0, if a 6= a′,
for a, a′ ∈ {1, . . . , n− 1} − {n/2},

Ea,1 · Fa′,1 = 0, for a, a′ ∈ {1, . . . , n− 1} − {n/2},

Fa,1 · Fa′,1 =

{
−3, if a = a′,

0, if a 6= a′,
for a, a′ ∈ {1, . . . , n− 1} − {n/2},

here φ is the Euler’s totient function, ξ is defined in Equation (3) and k is defined in Equation (4).
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4 Asymptotics for the self-intersection of ω

The proof of Theorem 1.1 is performed in several steps. We continue with the same notation as the previous
sections, so f : X → SpecZ is the minimal regular model of X0(N). The genus of X0(N) is g and for each
prime ` - N the fiber X` is irreducible with genus g. It is well known that the genus of X0(N) is 0 if and only
if N ∈ {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 12, 13, 16, 18, 25}, so in these cases the canonical Kähler form Ωcan is not well
defined, therefore we make the following assumption:

From now on we fix N > 1, (N, 6) = 1 and N /∈ {5, 7, 13, 25}.

In Section 4.1 we prove the following formula for the self-intersection of the canonical Arakelov divisor:

〈ω, ω〉 = −4g(g − 1)〈H0, H∞〉︸ ︷︷ ︸
(a)

+
g〈V0, V∞〉
g − 1

− 〈V0, V0〉+ 〈V∞, V∞〉
2g − 2︸ ︷︷ ︸

(b)

+
h0 + h∞

2︸ ︷︷ ︸
(c)

, (6)

where H0 and H∞ are the horizontal divisors on X induced by the cusps 0 and ∞ of X0(N), V0 and V∞ are
two carefully chosen vertical divisors supported over the primes dividing N , h0 and h∞ are certain Néron-
Tate’s heights of some points in the Jacobian of X0(N). We stress that the crucial point is the constructive
proof of the existence of V0 and V∞ (see Proposition 4.3). In fact assume that P is the set of primes dividing

N and that V
(p)
m is the part of Vm supported over p, for p ∈ P and m ∈ {0,∞}, then the vectors made of the

(rational) multiplicities of the components of V
(p)
0 and V

(p)
∞ are the solutions of two linear systems. These

systems are described in Equation (8) in Section 4.1 and solved in Proposition 4.5 in Section 4.2. The last
step of the proof consists in computing the asymptotics for N → +∞ for all summands of Equation (6). The
estimates of the pieces (a) and (c) of the formula are already known in the literature, so in Section 4.4 we
exactly compute (b) and we study its asymptotics. Finally, we put all together to conclude the proof.

4.1 A formula for 〈ω, ω〉
The results of this section hold for every regular model (not necessarily minimal), but for simplicity we refer
to the minimal regular model X . We denote by H0 and H∞ the closures in X of the two cusps 0 and ∞.
By [Liu06, Proposition 1.30, Chapter 9], we know that Hm · Xq = 1, for m ∈ {0,∞}, and every prime q.
Moreover, by the components labelling of [KM85, page 296], we can assume that H0 and H∞ respectively
meet transversally the components C0 and Cn of each special fiber. We now define two particular divisors
G0 and G∞ and we describe some their properties that are important to write an explicit formula for the
self-intersection. Let K be a canonical divisor of X , then we define:

Gm := K − (2g − 2)Hm, for m ∈ {0,∞}. (7)

Proposition 4.1. Let F be a vertical divisor of X which is not supported over the primes diving N , then

Gm · F = 0, for m ∈ {0,∞}.

Proof. Since the primes dividing N are the only primes whose fiber can contain more than one component,
we write F =

∑
`-N n`X`, where n` ∈ Z. By [Liu06, Proposition 1.35, Chapter 9], we have K · X` = 2g − 2.

Moreover, by [Liu06, Proposition 1.30, Chapter 9], we have Hm · X` = 1.

Definition 4.2. A divisor D of X is called f -numerically trivial if D · F = 0 for every vertical divisor F .

In the following proposition we explain how we can modify the divisors Gm in order to get f -numerically
trivial Q-divisors. It is a special case of [Mor13, Lemma 2.2.2], but we prefer write a full proof since it is
constructive and it is crucial in order to carry out the computations of Section 4.2.

Proposition 4.3. There are two vertical Q-divisors V0 and V∞ supported over the primes dividing N such
that

Dm := Gm + Vm, for m ∈ {0,∞},

is f -numerically trivial.
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Proof. We explain how to effectively construct infinitely many V0 and V∞ that satisfy the proposition. Let
P be the set of primes dividing N and let νp be the number of distinct components of Xp. For simplicity of
presentation we relabel all the components and the relative multiplicities so that we can write:

Xp =

νp∑
i=1

m
(p)
i Γ

(p)
i , for p ∈ P.

Then by using [Liu06, Remark 1.31, Chapter 9] we get:

νp∑
i=1

m
(p)
i (Gm · Γ(p)

i ) = Gm · Xp = degQGm,Q = 0,

where Gm,Q is the restriction of Gm on the generic fibre. By [Mor13, Lemma 2.2.1], it follows that the vector

(Gm · Γ(p)
1 , . . . , Gm · Γ(p)

νp ) ∈ Qνp lies in the image of the linear function induced by the matrix (Γ
(p)
i · Γ

(p)
j )ij .

So we can find a solution for the linear system:
Γ

(p)
1 · Γ(p)

1 . . . Γ
(p)
1 · Γ(p)

νp
...

...

Γ
(p)
νp · Γ

(p)
1 . . . Γ

(p)
νp · Γ

(p)
νp



x

(p)
1
...

x
(p)
νp

 =


−Gm · Γ(p)

1
...

−Gm · Γ(p)
νp

 . (8)

Actually [Mor13, Lemma 2.2.1] shows that the dimension of the affine subspace of the solutions of system

(8) is one and a basis of its direction is given by (m
(p)
1 , . . . ,m

(p)
νp ). If (x

(p)
1 , . . . x

(p)
νp ) is any solution, we put:

V (p)
m :=

νp∑
i=1

x
(p)
i Γ

(p)
i , for m ∈ {0,∞}. (9)

We define
Vm :=

∑
p∈P

V (p)
m , for m ∈ {0,∞}.

By Proposition 4.1 and the fact that Vm is supported over P, it follows that (Gm + Vm) · X` = 0, for every

` - N . Moreover, by the construction of the vector (x
(p)
1 , . . . , x

(p)
νp ) for p ∈ P, we have that (Gm +Vm) ·F = 0

for every divisor F supported over P.

From now on we fix a choice of V0 and V∞ that satisfy Proposition 4.3, so the divisors D0 and D∞ are
fixed as well. We recall that 〈·, ·〉 denotes the Arakelov intersection pairing. If one of the two Arakelov
divisors is an ordinary vertical divisor supported over a prime p, then their Arakelov intersection differs from
the usual intersection pairing (denoted by a dot) by a log p factor. We define the numbers:

hm := 〈Dm, Dm〉, for m ∈ {0,∞}.

In the next proposition we show how the self-intersection of the Arakelov canonical divisor can be expressed
in terms of hm and some intersection numbers involving only Hm and Vm.

Proposition 4.4. With the notations fixed above and for any V0, V∞ satisfying Proposition 4.3 we have that:

〈ω, ω〉 = −4g(g − 1)〈H0, H∞〉+
g〈V0, V∞〉
g − 1

− 〈V0, V0〉+ 〈V∞, V∞〉
2g − 2

+
h0 + h∞

2
.

Proof. As explained in Section 2.1 we know that 〈ω, ω〉 = 〈K,K〉. By [Fal84, Theorem 4(c)], we have that

hm = −2ĥ(Dm,Q) where Dm,Q can be seen as a point in the Jacobian of X0(N) and ĥ is the Néron-Tate’s
height. But 〈Dm, Vm〉 = 0 by Proposition 4.3, so:

hm = 〈Dm, Dm − Vm〉 = 〈K − (2g − 2)Hm + Vm,K − (2g − 2)Hm〉. (10)
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Expanding Equation (10) we obtain:

〈K,K〉 = 2(2g − 2)〈K, Hm〉 − (2g − 2)2〈Hm, Hm〉 − 〈Vm,K〉+ (2g − 2)〈Vm, Hm〉+ hm. (11)

We now expand 〈Dm, Vm〉 = 0 to get the equality

− 〈Vm,K〉+ (2g − 2)〈Vm, Hm〉 = 〈Vm, Vm〉. (12)

Moreover the Arakelov adjunction formula (see [Lan88, Corollary 5.6]) says that

〈K, Hm〉 = −〈Hm, Hm〉. (13)

By substituting Equations (12) and (13) inside Equation (11) we get:

〈K,K〉 = −4g(g − 1)〈Hm, Hm〉+ 〈Vm, Vm〉+ hm.

Now summing for m ∈ {0,∞}, gives:

〈K,K〉 = −2g(g − 1)
(
〈H0, H0〉+ 〈H∞, H∞〉

)
+
〈V0, V0〉+ 〈V∞, V∞〉+ h0 + h∞

2
. (14)

Consider the divisor
D∞ −D0 = (2g − 2)(H0 −H∞) + V∞ − V0.

It satisfies the hypotheses of [Fal84, Theorem 4(c)]; but (D∞ − D0)Q is supported on the cusps of X0(N),
therefore by the Manin-Drinfeld’s theorem (see [Man72, Corollary 3.6] and [Dri73, Theorem 1]) it is a torsion
element in the Jacobian. It follows that 〈D∞ −D0, D∞ −D0〉 = 0, which means:

〈H0, H0〉+ 〈H∞, H∞〉 = 2〈H0, H∞〉+
〈V0, V0〉+ 〈V∞, V∞〉 − 2〈V0, V∞〉

(2g − 2)2
. (15)

Substituting Equation (15) inside Equation (14) we finally get:

〈K,K〉 = −4g(g − 1)〈H0, H∞〉 −
〈V0, V0〉+ 〈V∞, V∞〉

2g − 2
+
g〈V0, V∞〉
g − 1

+
h0 + h∞

2
.

We point out that the strategy we used to obtain the above formula for 〈ω, ω〉 cannot be applied to the
minimal model of a general algebraic curve. In fact the proof of Proposition 4.4 depends heavily on the
Manin-Drinfeld’s theorem which is a specific property of modular curves.

4.2 Computation of V0 and V∞

In this subsection we fix n odd or M > 1.

Let K be a canonical divisor of X , let C be one of the components of the special fiber Xp in X and let gC
be the genus of C. By the adjunction formula we know that C · (C +K) = 2gC − 2 (see for instance [Liu06,
Theorem 1.37, Chapter 9]). From this, we can compute the intersection C · K because:

C · (C +K) = 2gC − 2,

C · C + C · K = 2gC − 2,

C · K = 2gC − 2− C2. (16)

Using the intersection numbers computed in Sections 3.1 and 3.3, now we can explicitly write down the linear
systems in Equation (8) for every p | N and m ∈ {0,∞}. We remark that the constant terms of the systems

−Gm · C = (2g − 2)Hm · C −K · C = (2g − 2)Hm · C − 2gC + 2 + C2, for C a component,
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are given by Equations (7) and (16) and

Hm · C0 =

{
1, if m = 0,

0, if m =∞,

Hm · Cn =

{
0, if m = 0,

1, if m =∞,

Hm · Ca = Hm · Ea,i = Hm · Fa,i = 0, for every m, a, i.

In the following proposition we describe the solutions of the linear systems in Equation (8).

Proposition 4.5. Let w = (w
Γ
(p)
i

)i=1,...,νp be a generator of the kernel of the intersection matrix in Equa-

tion (8), let u = (u
Γ
(p)
i

)i=1,...,νp be a particular solution of the linear system in Equation (8) with m = 0, let

v = (v
Γ
(p)
i

)i=1,...,νp be a particular solution of the linear system in Equation (8) with m = ∞, let φ be the

Euler’s totient function and let g, d, ε∞, ε2, ε3 be defined as in Remark 2.1. Then

wCa
= φ(pmin(a,n−a)), for a ∈ {0, . . . , n},

wEa,i =

{
1
2φ(pmin(a,n−a)), if a ∈ {1, . . . , n− 1},
1
2ε∞(pn), if a =∞,

for i ∈ {1, . . . , ε2(M)},

wFa,i
=


1
3φ(pmin(a,n−a)), if a ∈ {1, . . . , n− 1},
1
3ε∞(pn), if a =∞,
1
2ε∞(pn), if a ∈ {0, n},

for i ∈ {1, . . . , ε3(M)},

uC0
= 0,

uCa
=

2(g − 1)φ
(
pmin(a,n−a)

)
d(N)(p− 1)

(
6a(p− 1) + 6 +

d(N)− 3(min(a, n− a)(p− 1) + 1)ε∞(N)

g − 1

)
,

for a ∈ {1, . . . , n− 1},

uCn =
2(g − 1)

d(N)(p− 1)
(6n(p− 1) + 12) ,

uEa,i =
(g − 1)φ

(
pmin(a,n−a)

)
d(N)(p− 1)

(
6a(p− 1) + 6 +

d(N)− 3(min(a, n− a)(p− 1) + 1)ε∞(N)

g − 1

)
,

for a ∈ {1, . . . , n− 1}, i ∈ {1, . . . , ε2(M)},

uE∞,i
=

(g − 1)ε∞(pn)

2d(N)(p− 1)

(
6n(p− 1) + 36 +

−3(n(p− 1)− 2)ε∞(N) + 8ε3(N)

g − 1

)
− 2

p− 1
+

6ε∞(M)

d(M)(p− 1)
,

for i ∈ {1, . . . , ε2(M)},

uFa,i
=

1

3
+

2(g − 1)φ
(
pmin(a,n−a)

)
3d(N)(p− 1)

(
6a(p− 1) + 6 +

d(N)− 3(min(a, n− a)(p− 1) + 1)ε∞(N)

g − 1

)
,

for a ∈ {1, . . . , n− 1}, i ∈ {1, . . . , ε3(M)},

uF∞,i
=

1

3
+

(g − 1)ε∞(pn)

d(N)(p− 1)

(
2n(p− 1) + 12 +

−(n(p− 1)− 2)ε∞(N) + 2ε2(N)

g − 1

)
− 4

3(p− 1)
+

4ε∞(M)

d(M)(p− 1)
,

for i ∈ {1, . . . , ε3(M)},

uF0,i =
(g − 1)ε∞(pn)

2d(N)(p− 1)

(
6n(p− 1)− 2(p+ 1) + 36 +

−3(n(p− 1)− 2)ε∞(N) + 6ε2(N)

g − 1

)
− 2

p− 1
+

6ε∞(M)

d(M)(p− 1)
,

for i ∈ {1, . . . , ε3(M)},

uFn,i =
(g − 1)ε∞(pn)

2d(N)(p− 1)

(
6n(p− 1) + 2(p+ 1) + 36 +

−3(n(p− 1)− 2)ε∞(N) + 6ε2(N)

g − 1

)
− 2

p− 1
+

6ε∞(M)

d(M)(p− 1)
,

for i ∈ {1, . . . , ε3(M)},
vC0

= 0,
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vCa
=

2(g − 1)φ
(
pmin(a,n−a)

)
d(N)(p− 1)

(
−6a(p− 1)− 6 +

d(N)− 3(min(a, n− a)(p− 1) + 1)ε∞(N)

g − 1

)
,

for a ∈ {1, . . . , n− 1},

vCn
=

2(g − 1)

d(N)(p− 1)
(−6n(p− 1)− 12) ,

vEa,i =
(g − 1)φ

(
pmin(a,n−a)

)
d(N)(p− 1)

(
−6a(p− 1)− 6 +

d(N)− 3(min(a, n− a)(p− 1) + 1)ε∞(N)

g − 1

)
,

for a ∈ {1, . . . , n− 1}, i ∈ {1, . . . , ε2(M)},

vE∞,i
=

(g − 1)ε∞(pn)

2d(N)(p− 1)

(
− 6n(p− 1) + 12 +

−3(n(p− 1)− 2)ε∞(N) + 8ε3(N)

g − 1

)
− 2

p− 1
+

6ε∞(M)

d(M)(p− 1)
,

for i ∈ {1, . . . , ε2(M)},

vFa,i
=

1

3
+

2(g − 1)φ
(
pmin(a,n−a)

)
3d(N)(p− 1)

(
−6a(p− 1)− 6 +

d(N)− 3(min(a, n− a)(p− 1) + 1)ε∞(N)

g − 1

)
,

for a ∈ {1, . . . , n− 1}, i ∈ {1, . . . , ε3(M)},

vF∞,i
=

1

3
+

(g − 1)ε∞(pn)

d(N)(p− 1)

(
− 2n(p− 1) + 4 +

−(n(p− 1)− 2)ε∞(N) + 2ε2(N)

g − 1

)
− 4

3(p− 1)
+

4ε∞(M)

d(M)(p− 1)
,

for i ∈ {1, . . . , ε3(M)},

vF0,i =
(g − 1)ε∞(pn)

2d(N)(p− 1)

(
−6n(p− 1) + 2(p+ 1) + 12 +

−3(n(p− 1)− 2)ε∞(N) + 6ε2(N)

g − 1

)
− 2

p− 1
+

6ε∞(M)

d(M)(p− 1)
,

for i ∈ {1, . . . , ε3(M)},

vFn,i =
(g − 1)ε∞(pn)

2d(N)(p− 1)

(
−6n(p− 1)− 2(p+ 1) + 12 +

−3(n(p− 1)− 2)ε∞(N) + 6ε2(N)

g − 1

)
− 2

p− 1
+

6ε∞(M)

d(M)(p− 1)
,

for i ∈ {1, . . . , ε3(M)}.

Proof. We checked these solutions using the software Mathematica. See [DM] for the details.

Corollary 4.6. Let P be the set of prime dividing N . The divisors V0 and V∞ defined in Equation (9) can
be chosen as follows

V0 =
∑
p∈P

V
(p)
0 =

∑
p∈P

νp∑
i=1

u
Γ
(p)
i

Γ
(p)
i , and V∞ =

∑
p∈P

V (p)
∞ =

∑
p∈P

νp∑
i=1

v
Γ
(p)
i

Γ
(p)
i ,

where u
Γ
(p)
i

and v
Γ
(p)
i

are described in Proposition 4.5 above.

4.3 V0 and V∞ in the special case n even and M = 1

If n is even and M = 1, before solving the linear systems in Equation (8) that correspond to the minimal
model X , we have to blow down by π the Edixhoven’s model X ′ as explained in Section 3.2. But we noticed
that the solutions of the systems after the blow downs are exactly the same as those written in Proposition 4.5
after removing the equations and the variables corresponding to the contracted components. The comparison
has been performed by using the software Mathematica (see [DM] for the details). In the remainder of this
section we describe as the constant terms of the linear systems change after the blow downs.

In this case the divisors V0 and V∞ are supported only over p. Keeping the notation of Section 3, we
denote by Ca, Ea,1, Fa,1 the components of the special fiber Xp in X and by C ′a, E

′
a,1, F

′
a,1 components of

the special fiber X ′p in X ′. Moreover K is a canonical divisor of X and K′ is a canonical divisor of X ′. The
pullback on X ′ of the canonical divisor K of X is

π∗(K) =


K′ − 4C ′n/2 − 2E′n/2,1 − F

′
n/2,1, if p ≡ 1 (mod 12),

K′ − 4C ′n/2 − 2E′n/2,1 − F
′
∞,1, if p ≡ 5 (mod 12),

K′ − 4C ′n/2 − 2E′∞,1 − F ′n/2,1, if p ≡ 7 (mod 12),

K′ − 4C ′n/2 − 2E′∞,1 − F ′∞,1, if p ≡ 11 (mod 12),
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where the computations are done as explained in Section 3.2. Since when M = 1 we have that

gC′a = gE′
a′,1

= gF ′
a′,1

= 0, for every a ∈ {0, . . . , n} and a′ ∈ {1, . . . , n− 1,∞}, (17)

it follows that

Ca · K = −(C ′a)2 − 4k − 2− 2ξ(−1)− ξ(−3), for a ∈ {0, . . . , n} − {n/2},
Ea,1 · K = 0, for a ∈ {1, . . . , n− 1,∞}− {n/2},
Fa,1 · K = 1, for a ∈ {1, . . . , n− 1,∞}− {n/2},

(18)

where ξ is defined in Equation (3) and k is defined in Equation (4). We explain how to compute, for instance,
Ca · K with a 6= n/2 and when p ≡ 1 (mod 12):

Ca · K = π∗(Ca) · π∗(K) =

= (C ′a + 6kC ′n/2 + 3kE′n/2,1 + 2kF ′n/2,1) · (K′ − 4C ′n/2 − 2E′n/2,1 − F
′
n/2,1) =

= C ′a · K′ − 4C ′a · C ′n/2 + 6kC ′n/2 · K
′ − 24k(C ′n/2)2 − 24kC ′n/2 · E

′
n/2,1 − 14kC ′n/2 · F

′
n/2,1+

+ 3kE′n/2,1 · K
′ − 6k(E′n/2,1)2 + 2kF ′n/2,1 · K

′ − 2k(F ′n/2,1)2 =

= 2gC′a − 2− (C ′a)2 − 4k + 6k(2gC′
n/2
− 2− (C ′n/2)2) + 24k − 24k − 14k+

+ 3k(2gE′
n/2,1

− 2− (E′n/2,1)2) + 12k + 2k(2gF ′
n/2,1

− 2− (F ′n/2,1)2) + 6k =

= 2gC′a − 2− (C ′a)2 − 4k − 6k − 14k + 12k + 2k + 6k = −2− (C ′a)2 − 4k.

Hence, to obtain the constant terms of the linear systems in Equation (8) for the model after the blow downs
it is enough to substitute Equation (18) in

−Gm · C = (2g − 2)Hm · C −K · C, for C a component,

and recall that

Hm · C0 =

{
1, if m = 0,

0, if m =∞,

Hm · Cn =

{
0, if m = 0,

1, if m =∞,

Hm · Ca = Hm · Ea,1 = Hm · Fa,1 = 0, for every m, a.

Remark 4.7. We do not need this in the following, but we remark that by the previous computations and
using Equation (16), we find that the blow downs change the genera of the prime divisors in the following
way:

gCa = gC′a + 3k2 + (3ξ(−1) + 2ξ(−3)− 2)k + ξ(−1)ξ(−3), for a ∈ {0, . . . , n} − {n/2},
gEa,1 = gE′a,1

, for a ∈ {1, . . . , n− 1,∞}− {n/2},

gFa,1 = gF ′a,1
, for a ∈ {1, . . . , n− 1,∞}− {n/2},

where ξ is defined in Equation (3) and k is defined in Equation (4). For example, again for Ca with a 6= n/2
and p ≡ 1 (mod 12), we have that

2gCa − 2− C2
a = Ca · K = 2gC′a − 2− (C ′a)2 − 4k,

and then

gCa = gC′a +
C2
a − (C ′a)2

2
− 2k = gC′a + 3k2 − 2k.

Moreover, by Equation (17), we have

gCa
= 3k2 + (3ξ(−1) + 2ξ(−3)− 2)k + ξ(−1)ξ(−3), for a ∈ {0, . . . , n} − {n/2},

gEa,1
= 0, for a ∈ {1, . . . , n− 1,∞}− {n/2},

gFa,1
= 0, for a ∈ {1, . . . , n− 1,∞}− {n/2}.
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4.4 Conclusion of the proof

Proof of Theorem 1.1. We now write down the asymptotics for the summands of Equation (6) that we recall
here:

〈ω, ω〉 = −4g(g − 1)〈H0, H∞〉︸ ︷︷ ︸
(a)

+
g〈V0, V∞〉
g − 1

− 〈V0, V0〉+ 〈V∞, V∞〉
2g − 2︸ ︷︷ ︸

(b)

+
h0 + h∞

2︸ ︷︷ ︸
(c)

.

Regarding the summand (a): [MvP22, Theorem 1.2] says that 2g(1− g)G(0,∞) = 2g logN + o(g logN), so

−4g(g − 1)〈H0, H∞〉 = 2g logN + o(g logN), for N → +∞,

where we use the relation 2〈H0, H∞〉 = −G(0,∞) explained in the last paragraph of Section 2.1. In [MU98,
Section 6] and [AU97, Lemme 4.1.1] it is shown that2:

hm =

{
0, if ε2(N) = ε3(N) = 0,

O(τ(N)2 logN), otherwise,
(19)

where τ(N) denotes the number of positive divisors of N . In [NR83] it is proved that τ(N) = O(N
1.538 log 2
log log N ).

Therefore regarding the summand (c) we have:

h0 + h∞
2

= o(g logN), for N → +∞.

Now we focus on summand (b). If P denotes the set of primes dividing N , we have

g〈V0, V∞〉
g − 1

− 〈V0, V0〉+ 〈V∞, V∞〉
2g − 2

=
∑
p∈P

g〈V (p)
0 , V

(p)
∞ 〉

g − 1
− 〈V

(p)
0 , V

(p)
0 〉+ 〈V (p)

∞ , V
(p)
∞ 〉

2g − 2
.

By Proposition 4.5, for every p ∈ P, we get

g〈V (p)
0 , V

(p)
∞ 〉

g − 1
− 〈V

(p)
0 , V

(p)
0 〉+ 〈V (p)

∞ , V
(p)
∞ 〉

2g − 2
= ng log p+

f(p, n,M) log p

12d(N)(p− 1)
, (20)

where

f(p, n,M) := 2d(N)2 − 8d(N)d(M)(pn−1 − 1)− 6(n(p− 1)− 4)d(N)ε∞(N)− 96d(N)ε∞(M)+

− (3(ε2(N) + 2ε3(N)− 4)n− 2ε3(N) + 2(1 + (−1)n)(ξ(−3)ε3(M)− 9δ(1,M)))d(N)(p− 1)+

+ 4(12− 3ε2(N)− 4ε3(N))d(N) + 144d(pn)ε∞(M)2 + 12(n(p− 1) + 2)(3ε2(N) + 4ε3(N)− 12)ε∞(N)+

+ 2(n(p− 1) + 2)(9ε2(N)(ε2(M)− 4) + 16ε3(N)(ε3(M)− 3) + 12ε2(N)ε3(N)),

here δ in the second line is the Kronecker delta, in fact the −9 occurs only when we need to change the model
using the blow downs. We proved that Equation (20) holds by using the software Mathematica (see [DM]
for the details). It follows that

g〈V0, V∞〉
g − 1

− 〈V0, V0〉+ 〈V∞, V∞〉
2g − 2

=
∑
p∈P

(
ng log p+

f(p, n,M) log p

12d(N)(p− 1)

)
= g logN +

∑
p∈P

f(p, n,M) log p

12d(N)(p− 1)
.

To conclude, we only need to prove that∑
p∈P

f(p, n,M) log p

12d(N)(p− 1)
= o(g logN), for N → +∞.

Since g = d(N)
12 + o(N), for N → +∞ (see Equation (2)), we have

1

g logN

∑
p∈P

f(p, n,M) log p

12d(N)(p− 1)
∼
∑
p∈P

f(p, n,M) log p

d(N)2(p− 1) logN
.

2Such result holds for every N > 1, in fact the square-free hypothesis of [MU98] and [AU97] is never used in this point.
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Finally, it is not hard to check that for each summand sf (p, n,M) of f(p, n,M), we have

lim
N→+∞

sf (p, n,M) log p

d(N)2(p− 1) logN
= 0.

Remark 4.8. When ε2(N) = ε3(N) = 0, the summand (c) of Equation (6) is zero (see Equation (19)); hence
the expressions of

g〈V0, V∞〉
g − 1

− 〈V0, V0〉+ 〈V∞, V∞〉
2g − 2

,

computed in the proof of Theorem 1.1 above, are the exact value of the finite part of 〈ω, ω〉.
Question 4.9. For the curves X0(pn) with p > 3 a prime and n even, when pn → +∞, the results show that
the asymptotic of 〈ω, ω〉 does not vary changing the model from the Edixhoven’s one to the minimal regular
model. Therefore we wonder whether some kind of independence of the asymptotic of 〈ω, ω〉 from the model
holds more in general.

Appendices

A Drawings of the special fibres

In this appendix we include the drawings of the special fiber over p of the Edixhoven’s model of X0(pnM)
described in Section 3.1. We denote by P1, . . . , Pk the k supersingular points described in Equation (4).
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Pk

P1

C ′0

C ′0

C ′0

C ′a

C ′a

C ′a

0 < a < n
2

C ′n
2

C ′n
2

C ′n
2

(if n is even)

C ′b

C ′b

C ′b

n
2 < b < n

C ′n

C ′n

C ′n

E′a,1
...

E′a,ε2(M)

E′n
2 ,1

...

E′n
2 ,ε2(M)

E′b,1
...

E′b,ε2(M)

F ′a,1
...

F ′a,ε3(M)

F ′n
2 ,1

...

F ′n
2 ,ε3(M)

F ′b,1
...

F ′b,ε3(M)

Figure 1: Case p ≡ 1 mod 12.
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Pk

P1

C ′0

C ′0

C ′0

C ′0

C ′a

C ′a

C ′a

C ′a

C ′a

0 < a < n
2

C ′b

C ′b

C ′b

C ′b

C ′b

n
2 < b < n

C ′n

C ′n

C ′n

C ′n

F ′0,1 F ′n,1
...

...

F ′0,ε3(M)
F ′n,ε3(M)

E′a,1
...

E′a,ε2(M)

E′b,1
...

E′b,ε2(M)

Figure 2: Case p ≡ 5 mod 12, n odd.
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Pk

P1

C ′0

C ′0

C ′0

C ′0

C ′a

C ′a

C ′a

C ′a

C ′a

0 < a < n
2

C ′n
2

C ′n
2

C ′n
2

C ′n
2

C ′b

C ′b

C ′b

C ′b

C ′b

n
2 < b < n

C ′n

C ′n

C ′n

C ′n

F ′∞,1
...

F ′∞,ε3(M)

E′a,1
...

E′a,ε2(M)

E′n
2 ,1

...

E′n
2 ,ε2(M)

E′b,1
...

E′b,ε2(M)

Figure 3: Case p ≡ 5 mod 12, n even.
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Pk

P1

C ′0

C ′0

C ′0

C ′0

C ′a

C ′a

C ′a

C ′a

C ′a

0 < a < n
2

C ′n
2

C ′n
2

C ′n
2

C ′n
2

(if n is even)

C ′b

C ′b

C ′b

C ′b

C ′b

n
2 < b < n

C ′n

C ′n

C ′n

C ′n

E′∞,1
...

E′∞,ε2(M)

F ′a,1
...

F ′a,ε3(M)

F ′n
2 ,1

...

F ′n
2 ,ε3(M)

F ′b,1
...

F ′b,ε3(M)

Figure 4: Case p ≡ 7 mod 12.
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Pk

P1

C ′0

C ′0

C ′0

C ′0

C ′a

C ′a

C ′a

C ′a

C ′a

C ′a

0 < a < n
2

C ′b

C ′b

C ′b

C ′b

C ′b

C ′b

0 < b < n
2

C ′n

C ′n

C ′n

C ′n

E′∞,1
...

E′∞,ε2(M)

F ′0,1 F ′n,1
...

...

F ′0,ε3(M)
F ′n,ε3(M)

Figure 5: Case p ≡ 11 mod 12, n odd.
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Figure 6: Case p ≡ 11 mod 12, n even.

References

[Ara74] S. J. Arakelov, Intersection theory of divisors on an arithmetic surface, Mathematics of the
USSR-Izvestiya 8 (1974), no. 6, 1167.

[AU97] A. Abbes and E. Ullmo, Auto-intersection du dualisant relatif des courbes modulaires X0(N), J.
Reine Angew. Math. 484 (1997), 1–70.

[BBC20] D. Banerjee, D. Borah, and C. Chaudhuri, Arakelov self-intersection numbers of minimal regular
models of modular curves X0(p2), Mathematische Zeitschrift 296 (2020).

[BMC22] D. Banerjee, P. Majumder, and C. Chaudhuri, The intersection matrices of X0(pr) and some
applications, 2022, arXiv:2210.08866.

25
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E-mail address: mercuri.ptr@gmail.com

27


	Introduction
	Presentation of the results
	Overview of the paper

	Preliminaries
	Arakelov theory
	Modular curves

	Regular models of X0(N)
	The Edixhoven's model
	Non-minimal Edixhoven's models
	Minimal regular models and intersection matrices

	Asymptotics for the self-intersection of 
	A formula for "426830A ,"526930B 
	Computation of V0 and V
	V0 and V in the special case n even and M=1
	Conclusion of the proof

	Appendices
	Drawings of the special fibres
	References

