
On the generalisation of Roth’s theorem

Paolo Dolce Francesco Zucconi

0 Introduction 1
0.1 History . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
0.2 Results in this paper . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1 Adelic curves 4

2 The interpolating polynomial 7

3 Integral estimates 8

4 Roth’s theorem for adelic curves (A) 14

5 Roth’s theorem for adelic curves (B) 18

Appendices 20

A Construction of the interpolating polynomial 20

References 21

Abstract

We present two generalisations of Roth’s approximation theorem on proper adelic curves, assuming
some technical conditions on the behavior of the logarithmic absolute values. We illustrate how
tightening such assumptions makes our inequalities stronger. As special cases we recover Corvaja’s
results [Cor97] for fields admitting a product formula, and Vojta’s ones [Voj21] for arithmetic function
fields.

0 Introduction

0.1 History

The celebrated Roth’s theorem proved in [Rot55] asserts that the irrationality measure of a real
algebraic number is 2. An equivalent, but more detailed statement is the following:

Theorem 0.1 (Roth). Let α be a real algebraic number and let ε > 0 be a real number. Then there
exists a real constant C(α, ε) > 0 such that for every pair of coprime integers (p, q) with q > C(α, ε),
it holds that: ∣∣∣∣α− p

q

∣∣∣∣ > q−2−ε

The above statement can be naturally generalised in different directions by considering a number
field K instead of Q and the simultaneous approximation of the elements α1, . . . , αn algebraic over
K by an element of K with respect to different valuations (see [Lan83, Chapter 7]). Actually, the
statement proved in [Lan83, Chapter 7] holds for fields that are more general than number fields.
At the moment we don’t have an effective version of Roth’s theorem (i.e. a bound for the constant
C(α, ε), see [Cor95]), but we have a quantitative version (i.e. bounds, in terms of α and ε, on the
number of good approximants see [BvdP88], [BvdP90], [Eve97]).

Let k be a field of characteristic 0 and let Vk be a set in bijection with a family of absolute values
of k which are not pairwise equivalent. The bijection is denoted by v 7→ | · |v, for any v ∈ Vk and we
don’t put any restriction on the cardinality of Vk, therefore we recall that a sum over an uncountable
set is defined to be the supremum of the sums over all finite subsets. The couple (k,Vk) satisfies
the product formula if for any element a ∈ k× the series

∑
v∈Vk

log |a|v converges absolutely and
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moreover
∑

v∈Vk
log |a|v = 0. In this setting one also has a natural notion of logarithmic height for

a ∈ k×:
h(a) :=

∑
v∈VK

log+ |a|v ,

and we set H(a) := eh(a). Roth’s theorem was generalised by Corvaja in [Cor97] for any couple
(k,Vk) satisfying the product formula:

Theorem 0.2. [Cor97, Corollaire 1]. Assume that (k,Vk) satisfies the product formula. Let α1, . . . , αn

be distinct elements algebraic on k, and let | · |v1 , . . . , | · |vn be distinct absolute values of k, with
v1, . . . , vn ∈ Vk. For any i = 1, . . . , n let’s fix an appropriately normalised extension of | · |vi to k(αi)
(and by abuse of notation denote it with the same symbol | · |vi). Then for any ε > 0 there exists a
constant C = C(Vk, α1, . . . , αn, v1, . . . , vn, ε) > 0 such that for all β ∈ k with H(β) > C it holds that:

n∑
i=1

log |αi − β|vi > −(2 + ε)h(β) .

Notice that there are no further assumptions on the field k, which might be for instance a function
field; therefore, theorem 0.2 is a unifying result, as well as a generalisation of the classical Roth’s
theorem. Moreover, in the same paper Corvaja obtained also a quantitative version of Theorem 0.2
(see [Cor97, Corollaire 3.7]).

An arithmetic function field, is a finitely generated field over Q. The “geometrisation” of these
fields in terms of Arakelov geometry is wonderfully explained in [Mor00]. Recently, Vojta in [Voj21]
proved a version of Roth’s theorem for arithmetic function fields with a big polarisation. For obvious
reasons this can be considered as a “higher dimensional” generalisation of Roth’s theorem. We
conclude this short historic overview by explaining the statement of Vojta’s result. A big polarisation
of an arithmetic function field K consists of a couple (X,L) where:
(i) X → SpecZ is a normal arithmetic variety whose function field is isomorphic to K.

(ii) Denote with d the relative dimension of X over SpecZ; then L = {L 1, . . .L d} is a collection
of hermitian, arithmetically nef and big line bundles.

Now fix an arithmetic function field K with a big polarisation; then we can define a geometric height
function hL for a prime divisor Y as the Arakelov intersection number of the hermitian line bundles
L 1, . . . ,L d restricted to Y . We can now define a non-archimedean absolute value on K, associated
to Y :

|a|Y := e−hL(Y )ord Y (a) ∀a ∈ K .

Moreover, for any closed point p ∈ XC = X ×Spec Z SpecC that doesn’t come from the base change of
a divisor on X we have the following archimedean absolute value:

|a|p :=

√
a(p)a(p) ∀a ∈ K .

By putting all together, we get a set of absolute values MK which turns out to be a measure space
with a measure that we denote with µ. The notion of product formula holds true for the couple
(K,MK) in the following form: ∫

MK

log |a|νdµ(ν) = 0 , ∀a ∈ K×

Moreover there is a notion of height for any element of a ∈ K×:

hK(a) :=

∫
MK

log+ |a|v dµ(v) .

We set HK(a) := ehK(a). One of the 4 equivalent versions of Vojta’s generalisation of Roth’s theorem
is given below.

Theorem 0.3. [Voj21, Theorem 4.5] Consider a couple (K,MK) where K is an arithmetic function
field with a big polarisation such that L 1 = . . . = L d, and MK is a set of absolute values as explained
before. Let S be a subset of MK of finite measure and fix some distinct elements α1, . . . , αn ∈ K.
Then for any ε > 0 and any c ∈ R there exists a real constant C > 0 (depending on the fixed data)
such that for any β ∈ K with hK(β) > C it holds that:∫

S

min
1≤i≤n

(
log− |β − αi|ω

)
dµ(ω) > −(2 + ε)hK(β) + c (1)
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0.2 Results in this paper

The goal of this paper is to generalise Roth’s theorem in a wider framework which includes Corvaja’s
and Vojta’s settings.

The theory of adelic curves introduced by Chen and Moriwaki in [CM20] provides such natural
framework: an adelic curve X consists of a field K of characteristic 0 and a measure space (Ω,A, µ)
endowed with a function ϕ : ω 7→ | · |ω that maps Ω into the set of places of K and such that
ω 7→ log |a|ω is in L1(Ω, µ) for any a ∈ K×. On X we have a well defined notion of height hX, and
moreover a “product formula” which is expressed as an integral over Ω. The adelic curves satisfying
this product formula are called proper. The fields with a product formula of [Cor97] are trivially
proper adelic curves when the set of places is endowed with the counting measure. Moreover in
[Voj21, Section 3] it is shown that arithmetic function fields can be endowed with a structure of
proper adelic curve.

In this paper we prove two generalisations of Roth’s theorem for proper adelic curves. The main
results will be stated in terms of some inequalities involving the integral of the measurable functions
ω 7→ log− |β−αi|ω where α1, . . . , αn ∈ K are the elements we want to approximate by an approximant
β ∈ K. Unfortunately, the bare definition of proper adelic curves is too general to give any meaningful
result in the direction of Roth’s approximation theorem, since the functions log− |β − αi| can be in
principle very “wild”. Therefore, we have to impose some analytic conditions on such functions in
order to get the desired Roth’s theorems. We will see that these assumptions are not too artificial,
in fact we recover Theorems 0.2 and 0.3 as special cases.

The first condition we impose on our adelic curves is the strong µ-equicontinuity (see definition
4.1): roughly speaking it means that for any set of finite measure S ⊂ Ω one requires for the functions
ω 7→ log |β|ω, to be “equicontinuous” almost everywhere on S. Under such hypothesis we prove the
following theorem:

Theorem (A). Let X = (K,Ω, ϕ) be a proper adelic curve satisfying the strong µ-equicontinuity
condition. Let S = S1 ⊔ S2 ⊔ . . . ⊔ Sn be the disjoint union of measurable subsets of Ω with finite
measure. Fix some distinct elements α1, . . . , αn ∈ K, then for any ε > 0 there exists a real constant
C > 0 (depending on the fixed data) such that for any β ∈ K with hX(β) > C it holds that:

n∑
i=1

∫
Si

log− |β − αi|ωdµ(ω) > −(2 + ε)hX(β) . (2)

We will show that Theorem 0.2 is a consequence of Theorem (A), but on the other hand Vojta’s
inequality is stronger and moreover it doesn’t depend on the fixed partition of S. Nevertheless, we
get a generalisation of Theorem 0.3 under the following hypotheses:

• We slightly relax the strong µ-equicontinuity condition and we allow the existence of arbitrary
small sets where the equicontinuity fails (see Definition 5.1).

• We assume that the functions ω → log− |β|ω are uniformly integrable while β varies (see defini-
tion 5.3)

Our second main theorem is then the following:

Theorem (B). Let X = (K,Ω, ϕ) be a proper adelic curve satisfying the µ-equicontinuity condition
and the uniform integrability condition. Fix some distinct elements α1, . . . , αn ∈ K. Let S be a
measurable subset of Ω of finite measure. Then for any ε > 0 and any c ∈ R there exists a real
constant C > 0 (depending on the fixed data) such that for any β ∈ K with hX(β) > C it holds that:∫

S

min
1≤i≤n

(
log− |β − αi|ω

)
dµ(ω) > −(2 + ε)hX(β) + c (3)

Finally, in Example 5.5 we show that the µ-equicontinuity condition doesn’t hold for all proper
adelic curves; in our example we consider Q endowed with a natural structure of adelic curve naturally
inherited from Q.

Our strategy consists in weaving together the ideas of Corvaja and Vojta to get rather elementary
proofs which are independent from Arakelov geometry. On the other hand we don’t have, at the
moment, any examples of interesting proper adelic curve different from the ones already known. It is
a much harder problem to find new concrete cases in which Roth’s theorem holds. After all, a highly
nontrivial achievement of Vojta’s work consists in showing that the µ-equicontinuity and the uniform
integrability hold for arithmetic function fields. He does this by using the geometry of complex fibres
at infinity appearing in Arakelov geometry.

The very coarse overview of the proofs is the following: Roth’s theorem is about the simultaneous
approximation of some distinct elements α1, . . . , αn that by simplicity (in fact it will be enough
to consider this case) can be fixed in K, with an element β ∈ K. The existence of a very special
“interpolating polynomial” δ for such elements (section 2) allows us to write some integral estimates
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for measurable functions on Ω satisfying some technical properties related to the heights of the
αi’s and β (section 3). Then, assuming that Roth’s theorem is false leads to the construction of
a measurable function θ : S → R≥0 that gives the desired contradiction on the integral estimates
previously found. The crucial point of the proof consists in the construction of θ, and this is exactly
where we need the additional technical conditions on the adelic curve.

We finally mention that section 1 is a brief review of the theory of adelic curves introduced in
[CM20], and moreover that Appendix A sketches the construction of the interpolating polynomial
employed in [Cor97].
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1 Adelic curves

We will use the following notations throughout the whole paper:

log+ x := max{0, log x} , log− x := min{0, log x} ; ∀x ∈ R>0

In this section we closely follow [CM20, Chapter 3]. For simplicity we restrict to the characteristic
0 case, but all the definitions work also in positive characteristic.

Definition 1.1. Let K be a field of characteristic 0, let MK be the set of all absolute values of K and
let Ω = (Ω,A, µ) be a measure space endowed with a map

ϕ : Ω → MK

ω 7→ | · |ω := ϕ(ω) .

such that for any a ∈ K×, the real valued function ω 7→ log |a|ω lies in L1(Ω, µ). The triple
X = (K,Ω, ϕ) is called an adelic curve; Ω and ϕ are respectively the parameter space and the
parametrization. We denote with Ω∞ the subset of Ω made of all elements ω such that | · |ω is
archimedean. We set Ω0 := Ω \ Ω∞.

Remark 1.2. We also recall that a more general notion of adelic curve, with the requirement that
| · |ω is an absolute value only almost everywhere for ω ∈ Ω, had been already given in [Gub97] under
the name of M -field.

It is easy to show that the set Ω∞ is always measurable [CM20, Proposition 3.1.1].

Definition 1.3. An adelic curve X = (K,Ω, ϕ) is said to be proper if for any a ∈ K×:∫
Ω

log |a|ω dµ(ω) = 0 . (4)

Let’s see examples of adelic curves:

Example 1.4. Any field (k,Vk) satisfying the product formula in the sense of [Cor97] is a proper
adelic curve. In fact in this case Ω = Vk, ϕ is the identity and µ is the counting measure.

Example 1.5. An arithmetic function field K with a big polarisation is a proper adelic curve. A
quick description of this has been already given in section 0.1. For details see [Voj21, Section 3].

Example 1.6. A polarised algebraic function field (in d ≥ 1 variables) over a field of characteristic
0 can be endowed with a structure of proper adelic curve. For details see [CM20, 3.2.4].

In the remaining part of this section we study the behaviour of adelic curves with respect to field
extensions. In particular let’s fix an adelic curve X = (K,ΩK, ϕK), and let L be a finite extension of K,
our goal is to endow it with a canonical structure of adelic curve “coming from K”. In other words,
we have to define a parameter space ΩL and a parametrization ϕL in a canonical way by starting from
ΩK and ϕK. For any ω ∈ ΩK we denote with ML,ω the set of absolute values of L extending | · |ω, so
we put:

ΩL :=
⊔

ω∈ΩK

ML,ω
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and we have a natural projection map πL|K : ΩL → ΩK whose fibres are ML,ω, for any ω. The inclusion
ML,ω ⊂ ML clearly induces a parametrization ϕL : ΩL → ML and for any ν ∈ ΩL we put | · |ν := ϕL(ν).
We obtain the following commutative diagram:

ΩL ΩK

ML MK

πL|K

ϕL ϕK (5)

where the bottom map is the restriction function. Note that ΩL can be abstractly defined as the
fibered product in the category of sets. Now on ΩL we put the σ-algebra B generated by πL|K and
all the real maps ΩL ∋ ν 7→ |a|ν , for any a ∈ L× (on R we put the standard Lebesgue measure). We
want to define a suitable measure η on the measurable space (ΩL,B). This requires a bit of work,
since in general there is no straightforward definition of pullback measure through a measurable map.
Nevertheless, in the case of our πL|K we explain how it is possible to define the pullback η = π∗

L|Kµ
(actually this is a construction from measure theory which works in full generality any time we have
a measure fiberwise). Consider a fiber ML,ω ⊂ ΩL, then for any ν ∈ ML,ω we can put

Pω(ν) :=
[Lν : Kω]

[L : K]
(6)

where Lν and Kω denote the completions with respect to | · |ν and | · |ω respectively. Thanks to the
well known equality

∑
ν∈ML,ω

[Lν : Kω] = [L : K] (See [Neu99, Ch. II, Corollary 8.4]), we conclude

that equation (6) induces a probability measure on the fibre ML,ω, with respect to the power set.
Now, for any function f : ΩL → R, by using the fiberwise integral along each probabilised fiber ML,ω,
we define the map IL|K(f) : ΩK → R as:

IL|K(f) : ω 7→
∫
ML,ω

f dPω =
∑

ν∈ML,ω

Pω(ν)f(ν)

Proposition 1.7. The linear operator IL|K sends B-measurable functions to A-measurable functions.

Proof. See [CM20, Theorem 3.3.4].

At this point we are ready to define the measure η. For any E ∈ B we put:

η(E) :=

∫
ΩK

IL|K(χE) dµ (7)

where χE is the characteristic function of E. Note that the integral of equation (7) makes sense
because of Proposition 1.7.

Theorem 1.8. The following statements hold:

(1) The map η defined above is a measure on (ΩL,B) such that for any B-measurable function f we
have ∫

ΩL

fd η =

∫
ΩK

IL|K(f) dµ .

(2) f ∈ L1(η) if and only if IL|K(|f |) ∈ L1(µ).

(3) The pushforward measure of η through πL|K is µ.

(4) With the above constructions the triple Y = (L,ΩL, ϕL) is an adelic curve. Moreover for any
b ∈ L×

[L : K]

∫
ΩL

log |b|νdη(ν) =
∫
ΩK

log |NL|K(b)|ωdµ(ω) (8)

and in particular if X is proper, then also Y is proper.

Proof. See [CM20, Theorem 3.3.7].

At this point we study algebraic extensions of adelic curves. Let’s fix the adelic curve X =
(K,ΩK , ϕK) and let L an algebraic extension of K. We denote with FL|K the family of finite field
extensions on K contained in L. Clearly FL|K is a directed set with respect to the inclusion, and for
any K′,K′′ ∈ FL|K such that K′ ⊆ K′′ we have a morphism of measurable spaces

πK′′|K′ : (ΩK′′ ,B′′) → (ΩK′ ,B′)

and an operator IK′′|K′ sending integrable functions to integrable functions as described above in the
case of finite extensions. In other words we obtain an inverse system of measure spaces, and we
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would like to define the adelic structure on L as “a projective limit”. Unfortunately, in the category
of measure spaces we don’t have a straightforward notion of projective limit, therefore we need again
a bit of extra work. We can define respectively ML,ω, ΩL and ϕL : ΩL → ML exactly as we did before
in the case of finite extensions, but we need to construct an adequate structure of measure space on
ΩL. For any K′ ∈ FL|K we have a map πL|K′ : ΩL → ΩK′ and a square diagram like (5). It turns out
that πL|K′ is surjective [CM20, Proposition 3.4.5]. We endow ΩL with the σ-algebra Σ generated by
the maps {πL|K′}K′∈FL|K , and it can be shown that (ΩL,Σ) is the projective limit of the inverse system

{(ΩK′ ,B′)}K′∈FL|K in the category of measurable spaces. It remains the issue of putting a canonical

measure λ on (ΩL,Σ). This process is quite technical, but similarly to the case of finite extensions, it
can be done by using a fiberwise integration on each ML,ω; all the details are given in [CM20, 3.4.2].
What we really need is the fact that we can construct an adelic curve (L,ΩL, λ) which is proper if X
is proper and such that for any f ∈ L1(µ) we have that f ◦ πL|K ∈ L1(λ) with∫

ΩL

(f ◦ πL|K)dλ =

∫
ΩK

fdµ . (9)

Below we give the notion of height for proper adelic curves:

Definition 1.9. Let X = (K,Ω, ϕ) be a proper adelic curve and let K be an algebraic closure of K.

Then we have a proper adelic curve X = (K,Ω, ϕ) and the (naive) height of an element a ∈ K×
is

defined as:

hX(a) :=

∫
Ω

log+ |a|ν dχ(ν) .

where ν denotes a generic element of Ω and χ is the measure on Ω. Moreover we set HX := ehX .

From now on we always assume that for an adelic curve X = (K,Ω, ϕ) we have fixed algebraic
closure of K, therefore also X is fixed and we use the same notations of Definition 1.9. If for ν ∈ Ω,
| · |ν is an archimedean absolute value, then by Ostrowski’s theorem we know that there exists a real
number ε(ν) ∈ ]0, 1] such that | · |ν = | · |ε(ν) where on the right we mean the standard euclidean
absolute value on R or C. Thus we have a map ε : Ω∞ →]0, 1] which can be extended to ε : Ω → [0, 1]
by putting ε|Ω0

:= 0. For instance, for an archimedean | · |ν we have log |2|ν = ε(ν) log 2, therefore

we obtain the explicit expression of the function ε on the whole Ω:

ε(ν) =
log+ |2|ν
log 2

.

Clearly ε(ν) is a measurable function. We can always take a scaling µ′ of the measure µ on Ω so that
get a new height h′

X that satisfies h′
X(2) ≤ log 2. Notice that if X is proper, then it remains proper

after any scaling of the measure µ. From now on, when we are given an adelic curve X = (K,Ω, ϕ),
we can always assume that we have performed the above mentioned scaling of the measure µ on Ω
so that hX(2) ≤ log 2.

Definition 1.10. Let P (X1, · · · , XN ) be a polynomial over K, α ∈ KN
and i = (i1, · · · , iN ) ∈ NN .

We set:

∆iP (α) :=
1

i1!i2! · · · iN !

∂i1+i2+...+iNP

∂Xi1
1 ∂Xi2

2 . . . ∂XiN
N

(α).

We can define the local height of P at ν ∈ Ω in the following way:

hν(P ) := log

(
max
i∈NN

{∣∣∣∆iP (0, . . . , 0)
∣∣∣
ν

})
and then we have also the notion of global height of P :

hX(P ) :=

∫
Ω

hν(P )dχ(ν)

We put HX(P ) := ehX(P ).

The following estimates of log |∆iP (α)|ω in terms of the local height of P will be very useful later:

Lemma 1.11. Let (K, | · |ω) be a field with an absolute value. Let P ∈ K[X1, . . . XN ] such that N ≥ 1.
Then for every α ∈ KN

log|∆iP (α)|ω ≤ hω(P ) +

N∑
j=1

log(1 + degXj
P ) +

N∑
j=1

(log+ |2|ω + log+|α(j)|ω)degXj
P

Proof. See [Cor97, Lemme page 166].
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We conclude the section with some rather straightforward results about heights. First of all when
we want to calculate the heights of elements lying in K×, we don’t need to involve the algebraic
closure K in the integrals:

Proposition 1.12. Let X = (K,Ω, ϕ) be an adelic curve. If a ∈ K×, then:

hX(a) =

∫
ΩK

log+ |a|ωdµ(ω) .

Moreover, the same result holds for the heights of polynomials in K[X1, . . . , XN ].

Proof. It is an immediate consequence of equation (9).

In order to simplify the notations, we often omit the subscript X attached to the heights when
the adelic curve is fixed and there is no confusion.

Proposition 1.13. The height function of a proper adelic curve (X,Ω, ϕ) satisfies the following
properties for any a, b, a1, . . . , am ∈ K and any measurable set S ⊆ Ω

(1) h(a) = h(a−1)

(2) −h(a) ≤
∫
S
log |a|ωdµ(ω) ≤ h(a)

(3)
∫
S
log− |a|ωdµ(ω) ≥ −h(a)

(4) h(a1 + . . .+ am) ≤ h(m) + h(a1) + . . .+ h(am)

(5)
∫
S
log |a− b|ωdµ(ω) ≥ − log 2− h(a)− h(b)

(6)
∫
S
log− |a− b|ωdµ(ω) ≥ − log 2− h(a)− h(b)

Proof. (1) It follows from the product formula and from the fact that log |a|ω = log+ |a|ω − log+ | 1
a
|ω.

(2) By definition
∫
S
log |a|ωdµ(ω) ≤ h(a), so for the other inequality it is enough to use (1).

(3) We use the equality log− |a|ω = − log+ |a−1|ω and we obtain:∫
S

log− |a|ωdµ(ω) = −
∫
S

log+ |a−1|ωdµ(ω) ≥ −h(a−1) = −h(a)

(4) It follows from |a1 + . . .+ am|ω ≤ mmaxi |ai|ω.
(5) and (6) are direct consequences of (2)-(4) and the fact that h(2) ≤ log(2).

Here we stress that the entries (5)-(6) of Proposition 1.13 replace the classical Liouville inequality
for heights. Finally we recall an important property of heights:

Definition 1.14. A proper adelic curve X = (K,Ω, µ) satisfies the Northcott property if for any
C ∈ R the set {α ∈ K : hX(a)} ≤ C is finite.

Arithmetic function fields satisfy Northcott properties thanks to [Mor00, Theorem 4.3].

2 The interpolating polynomial

We fix a proper adelic curve X = (K,Ω, ϕ) and an algebraic closure of K. In this section we recall the
existence of an interpolating polynomial δ ∈ K[X1, . . . , XN ] associated to some elements α1, . . . ,αn ∈
KN having some explicit bounds on: the degree, the d-index at all the αj ’s and the height. The
complete construction of δ can be found in [Cor97], and we will recall it in appendix A.

We fix for the whole section the following data: two natural numbers n,N ≥ 2, and a vector
d = (d1, . . . , dN ) ∈ RN

+ . We say that two vectors α = (α(1), . . . , α(N)), β = (β(1), . . . , β(N)) are
componentwise different if α(j) ̸= β(j) for j = 1, . . . , N .

Definition 2.1. The d-index of P (X1, . . . , XN ) ̸= 0 at α ∈ RN is the real number:

Indα,d(P ) := min
i∈NN

{
N∑

j=1

ij
dj

∈ R+ : ∆iP (α) ̸= 0

}
Let’s fix t ∈ R such that 0 < t < N , the following two sets will play a central role in the theory:

Gt :=

{
i ∈ NN : ij ≤ dj ∀j = 1, . . . , N, and

N∑
j=1

ij
dj

≤ t

}
,

Ct :=

{
(x1, . . . , xN ) ∈ [0, 1]N :

N∑
j=1

xj ≤ t

}
The Lebesgue measure of Ct will be denoted as V (t), and for simplicity of terminology we will refer
to it simply as “volume”.
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Lemma 2.2. The cardinality of Gt is asymptotic to d1d2 . . . dNV (t).

Proof. See [BG06, p. 157].

Now fix some vectors α1, . . . ,αn ∈ KN where αh = (α
(1)
h , . . . , α

(N)
h ) for every h = 1, . . . , n and

let X = (X1, . . . , XN ) be a vector of variables. For any two multi-indices a = (a1, a2, . . . , aN ) and
i = (i1, i2, . . . , iN ) of NN we use the following notations:(

a

i

)
:=

(
a1

i1

)(
a2

i2

)
. . .

(
aN

iN

)

αi
h := (α

(1)
h )i1(α

(2)
h )i2 . . . (α

(N)
h )iN

Xi := Xi1
1 Xi2

2 . . . XiN
N

with the convention
(
p
q

)
= 0 if 0 ≤ p < q for the binomial coefficient. Now, consider γ ∈ R such that

0 < γ < 1
2nN2 ; we always assume that

dj+1

dj
≤ γ for any j = 1, . . . , N − 1 , which means in particular

that dj = O(d1) for any j. We also put η := 2γn < 1
N2 and d := d1d2 . . . dN .

We have the following result about the existence of a polynomial δ(X1, . . . , XN ) ∈ K[X1, . . . XN ]
with some prescribed properties. In the appendix A we will sketch Corvaja’s construction of δ(X1, . . . , XN )
adapting it to the case of adelic curves:

Proposition 2.3. Assume that in the adelic curve X the condition hX(2) ≤ log 2 is satisfied and
assume that the number η ∈ R is chosen as explained above. Let’s fix some vectors α1, . . . ,αn,β ∈ KN

that are pairwise componentwise different. Moreover let’s choose some parameters s, t1, . . . , tn ∈ R,
with 0 < s < 1 and 0 < th < N

2
for h = 1, . . . , n such that the following condition on volumes is

verified:

(1 + η)N < V (s) +

n∑
h=1

V (th) < 1 + 2Nη (10)

Then there exists a polynomial δ(X1, . . . XN ) ∈ K[X1, . . . , XN ] satisfying the following properties:

(1) δ(β) ̸= 0;

(2) degXj
δ ≤ ddjV (s) +O(d), for 1 ≤ j ≤ N ;

(3) Indαh,d(δ) ≥ dV (s)
(
th − s− 2N2η

V (s)

)
+O(dN−1

1 ), for 1 ≤ h ≤ n;

(4) hX(δ) ≤ d

N∑
j=1

dj

(
log 2 +

n∑
h=1

V (th)h(α
(j)
h )

)
+O(d log d);

Proof. See [Cor97, Proposition 2.6].

3 Integral estimates

This technical section is “the heart” of the proof of our results since here we will prove some integral
bounds for very particular integrable functions θ : S ⊂ Ω → R≥0. We continue with all the notations
fixed in section 2 since we want to make full use of Proposition 2.3.

Consider an adelic curve (K,Ω, ϕ) and a set of vectors α1, . . . ,αn,β ∈ KN which are compo-
nentwise different. We construct the following matrices T := T (α1, . . .αn) ∈ M(n × N,K) and
T (β) ∈ M(n+ 1×N,K):

T :=



α
(1)
1 α

(2)
1 α

(3)
1 . . . α

(N)
1

α
(1)
2 α

(2)
2 α

(3)
2 . . . α

(N)
2

...
...

...
...

...
...

...
...

...
...

α
(1)
n α

(2)
n α

(3)
n . . . α

(N)
n


; T (β) =



α
(1)
1 α

(2)
1 α

(3)
1 . . . α

(N)
1

α
(1)
2 α

(2)
2 α

(3)
2 . . . α

(N)
2

...
...

...
...

...
...

...
...

...
...

α
(1)
n α

(2)
n α

(3)
n . . . α

(N)
n

β(1) β(2) β(3) . . . β(N)


We denote by α(j), j = 1, . . . , N the columns of T , that is:

α(j) =



α
(j)
1

α
(j)
2

...

...

α
(j)
n
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and by αh, for h ∈ {1, 2, . . . , n}, the rows:

αh =
(
α
(1)
h , α

(2)
h , α

(3)
h , . . . , α

(N)
h

)
Note that we are asking for the matrices T and T (β) to have componentwise different rows. Now we
need to define a list of properties depending on the aforementioned matrices:

Definition 3.1. For the matrix T (β), consider the following real numbers for any j = 1, . . . , N :

ρj := 42N !H(β(j))

n∏
h=1

H(α
(j)
h )

2N!
n (11)

ρ′j := 4N !H(β(j))

n∏
h=1

H(α
(j)
h )

N!
2n (12)

We say that T (β) satisfies the h-gap property if the following inequality is satisfied:

log ρj
log ρ′j+1

<
1

4nN2N !
, ∀j = 1, . . . , N − 1

Definition 3.2. Fix S = S1 ⊔ . . . ⊔ Sn of finite measure. We say that an the integrable function
θ : S → R≥0 is a column bounding function for T (β) if the following inequality holds:

− 1

log ρj
log|α(j)

h − β(j)|ω ≥ θ(ω) ∀j = 1, . . . , N , ∀h = 1, . . . , n , ∀ω ∈ Sh (13)

Definition 3.3. Fix S = S1 ⊔ . . . ⊔ Sn of finite measure. For any column α(j) ∈ KN of the matrix
T and any b ∈ K we define the following quantity:

λ(α(j), b) :=
1

V (s)
log4 + h(b) +

1

V (s)

n∑
h=1

V (th)h(α
(j)
h )

Definition 3.4. We say that T (β) satisfies the λ-gap property of width η ∈ R+ if

max
1≤j≤N−1

λ(α(j), β(j))

λ(α(j+1), β(j+1))
<

η

2n

Definition 3.5. Fix a matrix T (β). An integrable function θ : S → R≥0 is λ-bounding if:

−1

λ(α(j), β(j))
log|α(j)

h − β(j)|ω ≥ θ(ω) ∀j = 1, . . . , N ; ∀h = 1, . . . , n; ∀ω ∈ Sh (14)

Remark 3.6. Note that if θ is λ-bounding or column bounding then it follows immediately that
|α(j)

h − β(j)|ω ≤ 1 for any j = 1, . . . , N , h = 1, . . . , n, ω ∈ Sh.

The following easy lemma will be useful:

Lemma 3.7. Let x, y ∈ K and let ω such that |x− y|ω ≤ 1. Then log+ |x|ω ≤ log+ |2|ω + log+ |y|ω.

Proof. We distinguish two cases:
| · |ω is ultrametric. Then

|x|ω = |x− y + y|ω ≤ max {|x− y|ω, |y|ω} ≤ max {1, |y|ω} .

If |y|ω ≥ 1, then clearly log+ |x|ω ≤ log+ |y|ω. If |y|ω < 1, then |x|ω ≤ 1 which means 0 = log+ |x|ω ≤
log+ |2|ω + log+ |y|ω.

| · |ω is archimedean. By Ostrowski’s theorem | · |ω = | · |ε(ω), therefore

|x|
1

ε(ω)
ω ≤ |x− y|

1
ε(ω)
ω + |y|

1
ε(ω)
ω ≤ 1 + |y|

1
ε(ω)
ω .

This clearly means |x|
1

ε(ω)
ω ≤ 2max

{
1, |y|

1
ε(ω)
ω

}
. After raising each side to the power of ε(ω) and

applying log+ we get the claim.

Now we prove the analogue of [Cor97, Proposition 3.1].
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Proposition 3.8. Let (K,Ω, ϕ) be a proper adelic curve. Fix a matrix T (β). Let η, s, t1, . . . , tn ∈ R
such that all the hypotheses of Proposition 2.3 are satisfied. Assume that T (β) satisfies the λ-gap
property of width η (see Definition 3.4) and that θ : S → R≥0 is λ-bounding for T (β) (see Definition
3.5), then

n∑
h=1

(
th − s− 2ηN2

V (s)

)∫
Sh

θdµ ≤ N

Proof. Fix a real number D > 0, and for every j = 1, . . . , N , we put

dj :=
D

λ(α(j), β(j))

and d :=
∏N

j=1 dj . Note that here we use the λ-gap property to ensure that dj+1
dj

< γ since η = 2nγ

as explained before Proposition 2.3. So, the hypotheses of Proposition 2.3 are all satisfied and we
have the interpolation polynomial δ such that δ(β) ̸= 0. We start by distinguishing two cases.

First case: ω ∈ Sh. By the Taylor expansion for δ at αh we write

δ(β) =
∑
i

∆iδ(αh)

N∏
j=1

(β(j) − α
(j)
h )ij where i = (i1, . . . , iN ) (15)

Now take the absolute value | · |ω on both sides and notice that each term∣∣∣∣∣∆iδ(αh)

N∏
j=1

(β(j) − α
(j)
h )ij

∣∣∣∣∣
ω

is bounded from above by:

max
i

∣∣∣∆iδ(αh)
∣∣∣
ω

∗
max

i

∣∣∣∣∣
N∏

j=1

(β(j) − α
(j)
h )ij

∣∣∣∣∣
ω

,

where in order to simplify the notation we put

∗
max

i
:= max

i
∆i(αh )̸=0

Let’s put M :=
∑N

j=1(1 + degXj
δ), then from equation (15) we get

log |δ(β)|ω ≤ log+ |M |ω +max
i

log
∣∣∣∆iδ(αh)

∣∣∣
ω
+

∗
max

i
log

∣∣∣∣∣
N∏

j=1

(β(j) − α
(j)
h )ij

∣∣∣∣∣
ω

(16)

The last summand of equation (16) is bounded from above by

−Indαh,d(δ) min

{
d1 log

1

|β(1) − α
(1)
h |ω

, . . . , dN log
1

|β(N) − α
(N)
h |ω

}
.

We use Lemma 1.11 to give an upper bound for log
∣∣∆iδ(αh)

∣∣
ω
and by equation (16) we deduce:∫

Sh

log |δ(β)|ωdµ(ω) ≤

≤
∫
Sh

log+ |M |ωdµ(ω) +
∫
Sh

(
hω(δ) + logM +

N∑
j=1

(log+ |2|ω + log+ |α(j)
h |ω) degXj

δ

)
dµ(ω)+

−
∫
Sh

Indαh,d(δ) min

{
d1 log

1

|β(1) − α
(1)
h |ω

, . . . , dN log
1

|β(N) − α
(N)
h |ω

}
dµ(ω)

So, by rearranging the terms and summing over all h = 1, . . . , n we get

n∑
h=1

Indαh,d(δ)

∫
Sh

min

{
d1 log

1

|β(1) − α
(1)
h |ω

, . . . , dN log
1

|β(N) − α
(N)
h |ω

}
dµ(ω) ≤ −

∫
S

log |δ(β)|ωdµ(ω)

+

∫
S

log+ |M |ωdµ(ω)+
∫
S

hω(δ)dµ(ω)+Mµ(S)+
n∑

h=1

∫
Sh

N∑
j=1

(log+ |2|ω+log+ |α(j)
h |ω) degXj

δdµ(ω)

(17)
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At this point we can use Lemma 3.7 and Remark 3.6 for the following bound:

n∑
h=1

∫
Sh

N∑
j=1

(log+ |2|ω+log+ |α(j)
h |ω) degXj

δdµ(ω) ≤
∫
S

N∑
j=1

(log+ |4|ω+log+ |β(j)
h |ω) degXj

δdµ(ω) (18)

to obtain

n∑
h=1

Indαh,d(δ)

∫
Sh

min

{
d1 log

1

|β(1) − α
(1)
h |ω

, . . . , dN log
1

|β(N) − α
(N)
h |ω

}
dµ(ω) ≤ −

∫
S

log |δ(β)|ωdµ(ω)

+

∫
S

log+ |M |ωdµ(ω) +
∫
S

hω(δ)dµ(ω) +Mµ(S) +

∫
S

N∑
j=1

(log+ |4|ω + log+ |β(j)
h |ω) degXj

δdµ(ω) .

(19)

Second case: ω ̸∈ S. Consider the expression:

δ(β) =
∑
i

∆iδ(0)β(1)i1 . . . β(N)iN where i = (i1, . . . , iN )

We take the absolute value:

log |δ(β)|ω ≤ hω(δ) +

N∑
j=1

(log+ |β(j)|ω degXj
δ) + log+ |M |ω

Hence∫
Ω\S

log |δ(β)|ωdµ(ω) ≤
∫
Ω\S

hω(δ)dµ(ω)+

N∑
j=1

∫
Ω\S

(log+ |β(j)|ω degXj
δ )dµ(ω)+

∫
Ω\S

log+ |M |ωdµ(ω)

(20)
Since (K,Ω, ϕ) is proper

−
∫
S

log |δ(β)|ωdµ(ω) =
∫
Ω\S

log |δ(β)|ωdµ(ω) . (21)

The distinction of the two cases is now finished, so by using equation (21) and estimate (20) inside
(19) we get

n∑
h=1

Indαh,d(δ)

∫
Sh

min

{
d1 log

1

|β(1) − α
(1)
h |ω

, . . . , dN log
1

|β(N) − α
(N)
h |ω

}
dµ(ω) ≤ h(M)+Mµ(S)+

+

∫
Ω

hω(δ)dµ(ω)+

N∑
j=1

∫
Ω\S

(log+ |β(j)|ω degXj
δ )dµ(ω)+

∫
S

N∑
j=1

(log+ |4|ω+log+ |β(j)
h |ω) degXj

δdµ(ω)

(22)

Since we can always assume that µ is adequately normalised, we have
∫
Ω
log+ |4|ωdµ(ω) = h(4) ≤

log 4, therefore:

N∑
j=1

∫
Ω\S

(log+ |β(j)|ω degXj
δ )dµ(ω) +

∫
S

N∑
j=1

(log+ |4|ω + log+ |β(j)
h |ω) degXj

δdµ(ω) ≤

≤
N∑

j=1

(
h(β(j)) + log 4

)
degXj

δ

By plugging everything inside equation (22) we get

n∑
h=1

Indαh,d(δ)

∫
Sh

min

{
d1 log

1

|β(1) − α
(1)
h |ω

, . . . , dN log
1

|β(N) − α
(N)
h |ω

}
dµ(ω) ≤ h(M)+Mµ(S)+

+ h(δ) +

N∑
j=1

(
h(β(j)) + log 4

)
degXj

δ (23)

By the λ-bounding hypothesis for T (β) we can write

− D

λ(α(j), β(j))
log |β(j) − α

(j)
h |ω ≥ Dθ(ω) .
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Then we use Proposition 2.3(3), so we can conclude

D

n∑
h=1

dV (s)

(
th − s− 2N2η

V (s)

)∫
Sh

θdµ ≤

≤
n∑

h=1

Indαh,d(δ)

∫
Sh

min

{
d1 log

1

|β(1) − α
(1)
h |ω

, . . . , dN log
1

|β(N) − α
(N)
h |ω

}
dµ(ω) (24)

Now we are going to use again Proposition 2.3 to find upper bounds for the terms on the right hand
side of equation (23). By Proposition 2.3(2):

N∑
j=1

(
h(β(j)) + log 4

)
degXj

δ ≤
N∑

j=1

(
h(β(j)) + log 4

)
(ddjV (s) +O(d)) . (25)

Proposition 2.3(4) says that,

h(δ) ≤ d

N∑
j=1

dj

(
log 2 +

n∑
h=1

V (th)h(α
(j)
h )

)
+O(d log d) (26)

So now (23) can be written in the following way:

D

n∑
h=1

dV (s)

(
th − s− 2N2η

V (s)

)∫
Sh

θdµ ≤ h(M) +Mµ(S) + d

N∑
j=1

dj

(
log 2 +

n∑
h=1

V (th)h(α
(j)
h )

)
+

+O(d log d) +

N∑
j=1

(
h(β(j)) + log 4

)
(ddjV (s) +O(d)) (27)

Notice that since s ≤ 1 and N ≥ 2 then V (s) ≤ 1
2
, which is equivalent to the inequality V (s) log 4 +

log 2 ≤ log 4. Then the expression

d

N∑
j=1

dj

(
log 2 +

n∑
h=1

V (th)h(α
(j)
h )

)
+O(dlogd) +

N∑
j=1

(
h(β(j)) + log 4

)
(ddjV (s) +O(d))

is bounded by

d

N∑
j=1

dj

(
V (s)h(β(j)) + log 4 +

n∑
h=1

V (th)h(α
(j)
h )

)
+O(d log d)

But by the definitions of dj and the function λ it holds that

dV (s)

N∑
j=1

dj

(
h(β(j)) +

log 4

V (s)
+

n∑
h=1

V (th)

V (s)
h(α

(j)
h )

)
= dV (s)ND . (28)

Therefore equation (27) becomes

dDV (s)

n∑
h=1

(
th − s− 2N2η

V (s)

)∫
Sh

θdµ ≤ dV (s)ND +O(d log d)

since the terms h(M), Mµ(S) and O(d) can be put together inside O(d log d). Finally we divide both
sides by dDV (s) and we take the limit for D → +∞ (i.e. d → +∞) to conclude the proof.

Theorem 3.9. Let (K,Ω, ϕ) be a proper adelic curve. Assume that the matrix T (β) ∈ M(n×N,K)

satisfies the h-gap property (see Definition 3.1). Moreover assume N > max
{

36
log 2n

, 9 log 2n
}

and

that θ : S → R≥0 is a column-bounding function for T (β) (see Definition 3.2). Then∫
S

θdµ < 2 +
6
√
log 2n√
N

Proof. The proof is based on the exact calculation of the volume V (s) of [Sch91, Chap. 2, Lemma
5A, 5B]. It shows that for N ≥ 2, s, ρ ∈ R>0 with 0 < s ≤ 1 and 0 < ρ < N

2
, we have:

V (s) =
sN

N !
(29)

V

(
N

2
− ρ

)
< e

−ρ2

N (30)

12



We take t1 = t2 = . . . = tn = N
2
− ρ, η = 1

2N2N !
where ρ is a number such that:

V

(
N

2
− ρ

)
=

1− ηN2

n

Note that 1−ηN2

n
> 1

2n
. Now from equation (30) we get

−ρ2

N
> log

(
1− ηN2

n

)
which implies easily

ρ <
√

N log 2n .

Now let’s take s as a solution of:

(1 + η)N − 1 + ηN2 < V (s) < 2Nη + ηN2 (31)

Here recall that 1− ηN2 = nV (th) =
∑n

h=1 V (th) (compare with the condition (10)). From equation
(31) we get the following two conditions

N ! <
1

V (s)
< 2N !

N !

2n
<

V (th)

V (s)
<

2N !

n

Now we show that by using such conditions since T (β) satisfies h-gap property, then it satisfies

also the λ-gap property of width η. First let’s use the inequalities 1
V (s)

< 2N ! and V (th)
V (s)

< 2N !
n

to

bound λ(α(j), β(j)) from above:

λ(α(j), β(j)) =
1

V (s)
log4 + h(β(j)) +

1

V (s)

n∑
h=1

V (th)h(α
(j)
h ) <

< 2N ! log 4 + h(β(j)) +
2N !

n

n∑
h=1

h(α
(j)
h ) = log ρj .

Then we use the inequalities N ! < 1
V (s)

and N !
2n

< V (th)
V (s)

to bound λ(α(j+1), β(j+1)) from below:

λ(α(j+1), β(j+1)) =
1

V (s)
log4 + h(β(j+1)) +

1

V (s)

n∑
h=1

V (th)h(α
(j+1)
h ) >

> N ! log 4 + h(β(j+1)) +
N !

2n

n∑
h=1

h(α
(j+1)
h ) = log ρ′j .

Therefore now:
λ(α(j), β(j))

λ(α(j+1), β(j+1))
<

log ρj
log ρ′j

<
1

4nN2N !
=

η

2n
.

Note that as an immediate consequence of the last inequality it follows that all the hypotheses of
Proposition 2.3 are satisfied. Moreover, since θ is a column-bounding function for T (β), then it is
λ-bounding for T (β). It means that we can apply Proposition 3.8 to get:∫

S

θdµ ≤ N
N
2
− ρ− s− 2ηN2

V (s)

(32)

Since ρ <
√
N log 2n, N2η < V (s) and N > max

{
36

log 2n
, 9 log 2n

}
, we obtain:

2(ρ+ s)

N
+

4ηN

V (s)
<

2
√
N log 2n+ 2 + 4

N
<

3
√
N log 2n

N
=

3
√
log 2n√
N

< 1

Therefore

N
N
2
− ρ− s− 2ηN2

V (s)

=
2

1− 2(ρ+s)
N

− 4ηN
V (s)

<
2

1− 3
√
log 2n√
N

= 2 +
2 3

√
log 2n√
N

1− 3
√
log 2n√
N

< 2 +
6
√
log 2n√
N

as we wanted.
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4 Roth’s theorem for adelic curves (A)

Definition 4.1. A proper adelic curve X = (K,Ω, µ) satisfies the strong µ-equicontinity condition
if for any measurable set S ⊂ Ω of finite measure and any real number ε > 0 there exists a finite
measurable cover C1, . . . , Cm of S satisfying the following conditions: for all β ∈ K× there exists a
measurable set Uβ ⊂ Ω∞ such that µ(Uβ) = 0 and∣∣− log− |β|ω + log− |β|ω′

∣∣ < εh(β) , ∀ω, ω′ ∈ Cj \ Uβ , ∀j = 1, . . . ,m

The following lemma is a simplified version of [Voj21, Lemma 8.10]. It can be seen as a generali-
sation of the Arzelà-Ascoli theorem for measure spaces, with the advantage that one doesn’t need to
provide a uniform bound for the involved family of functions.

Lemma 4.2. Let X = (K,Ω, ϕ) be a proper adelic curve satisfying the strong µ-equicontinuity con-
dition. Fix α ∈ K× and a measurable subset S ⊂ Ω of finite measure. Let {βk} be a sequence in K×

such that βk ̸= α, and h(βk) → +∞. Then for any ε > 0 there exists a subsequence
{
βkj

}
such that

for any j, ℓ ∈ N big enough the following inequality holds on S \ U , where U ⊂ Ω∞ and µ(U) = 0:∣∣∣∣∣− log− |α− βkj |ω
h(βkj )

+
log− |α− βkℓ |ω

h(βkℓ)

∣∣∣∣∣ < ε

Proof. Put h0 = min{h(βk)}k and λk(ω) = − log− |α− βk|ω. Fix ε > 0 and let C1, . . . , Cr be a finite
measurable cover as in Definition 4.1. Clearly by possibly passing to a refinement we can assume
that the cover is made of mutually disjoints sets. Let k ∈ N; if i ∈ {1, . . . , r} is such that µ(Ci) = 0
we define mk,i = 0, otherwise if i is such that µ(Ci) > 0 we put

mk,i = inf

{
t ∈ R : µ

({
ω ∈ Ci :

λk(ω)

h(βk)
≥ t

})
≤ µ(Ci)

2

}
Notice that the sets:

Vk,i = {ω ∈ Ci : λk(ω) ≤ h(βk)mk,i} , Tk,i = {ω ∈ Ci : λk(ω) ≥ h(βk)mk,i}

have both measure at least µ(Ci)
2

. Hence we get:

µ(Ci)

2
h(βk)mk,i ≤

∫
Tk,i

h(βk)mk,idµ ≤
∫
Tk,i

λkdµ ≤
∫
S

λkdµ (33)

But by Proposition 1.13(6) we know that∫
S

λkdµ ≤ h(βk)

(
log 2

h(βk)
+

h(α)

h(βk)
+ 1

)
≤ h(βk)

(
log 2

h0
+

h(α)

h0
+ 1

)
(34)

So by putting ci =
2

µ(Ci)

(
log 2
h0

+ h(α)
h0

+ 1
)
, equations (33) and (34) show that mk,i ≤ ci. Note that

the constant ci doesn’t depend on k. It follows that all the vectors mk = (mk,1, . . . ,mk,r) ∈ Rr, lie in
the hyper-parallelepiped

∏r
i=1[0, ci]. Now consider the small hyper-cubes Qk =

∏r
i=1[mk,i−ε,mk,i+

ε], clearly there exists an index k ∈ N and a sequence {kj} such that mkj ∈ Qk for any j ∈ N. We
now show that the subsequence {βkj} has exactly the properties that we are searching for.

Consider any two elements βkj βkℓ of the subsequence and ω ∈ S \ (Uβkj
∪ Uβkℓ

). Let i be the

unique index such that ω ∈ Ci; pick ω′ ∈ Ci \ Uβkj
and ω′′ ∈ Ci \ Uβkℓ

such that:

λkj (ω
′) ≤ mkj ,ih(βkj ) ,

λkℓ(ω
′′) ≥ mkℓ,ih(βkℓ) .

Note that this is possible since Vkj ,i and Tkℓ,i have positive measure. In the following chain of
inequalities we use twice the strong µ-equicontinuity condition (first for ω, ω′ and later for ω, ω′′) and
the fact that |mkj ,i −mkℓ,i| < 2ε.

λkj (ω)

h(βkj )
<

λkj (ω
′)

h(βkj )
+

h(α− βkj )

h(βkj )
ε < (Pr.1.13(4)) λkj (ω

′)

h(βkj )
+

(
1 +

log 2 + h(α)

h(βkj )

)
ε ≤

≤ mkj ,i+

(
1 +

log 2 + h(α)

h(βkj )

)
ε ≤ mkℓ,i+

(
3 +

log 2 + h(α)

h(βkj )

)
ε ≤ λkℓ(ω

′′)

h(βkℓ)
+

(
3 +

log 2 + h(α)

h(βkj )

)
ε <

<
λkℓ(ω)

h(βkℓ)
+

(
4 +

log 2 + h(α)

h(βkj )
+

log 2 + h(α)

h(βkℓ)

)
ε
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Since h(βk) → +∞ for j and ℓ big enough the above inequalities say:

λkj (ω)

h(βkj )
<

λkℓ(ω)

h(βkℓ)
+ 5ε

By swapping the roles of j and ℓ we obtain in the same way

λkℓ(ω)

h(βkℓ)
<

λkj (ω)

h(βkj )
+ 5ε

The claim finally follows by the arbitrariness of ε.

Proof of theorem (A). When n = 1, then Proposition 1.13(6) says that∫
S

log− |β − α|ωdµ(ω) ≥ − log 2− h(β)− h(α) ,

hence any β such that h(β) > log 2+h(α)
1+ε

satisfies Roth’s inequality.

Assume n ≥ 2. We consider the following matrix of dimension n×N , whereN > max
{

36
log 2n

, 9 log 2n
}

will be a big enough fixed integer:

T =



α1 α1 α1 . . . α1

α2 α2 α2 . . . α2

...
...

...
...

...
...

...
...

...
...

αn αn αn . . . αn


notice that we have repeated N times the same column vector. Assume by contradiction that the
theorem is false. Namely that there exists an ε0 > 0 such that the inequality

n∑
i=1

∫
Si

log− |βk − αi|ωdµ(ω) ≤ −(2 + ε0)hX(βk) (35)

is satisfied by a sequence {βk}k∈N in K with the properties that h(βk) → +∞. Pick a constant:

L > log

(
42N !

n∏
i=1

H(αi)
2N!
n

)

with N big enough such that ε0 > 7
√
log 2n√
N

. Since h(βk) → +∞, by eventually passing to a sub-

sequence, we can assume that {h(βk)} is increasing and bounded from below by a very big value.
Therefore we can assume

ε0 >
2L

h(βk)
+

L+ h(βk)

h(βk)

7
√
log 2n√
N

, ∀k ∈ N (36)

Choose any N elements from the sequence {βk}, call them β(1), . . . β(N) and consider the following
matrix T (β):

T (β) =



α1 α1 α1 . . . α1

α2 α2 α2 . . . α2

...
...

...
...

...
...

...
...

...
...

αn αn αn . . . αn

β(1) β(2) β(3) . . . β(N)


We are ready to construct some functions θk ∈ L1(S, µ) which will give the desired contradiction.

We define them as piecewise functions by putting for any ω ∈ Si and any k ∈ N:

θk(ω) =
− log− |βk − αi|ω

L+ h(βk)

Now we can write∫
S

θkdµ =
n∑

i=1

∫
Si

θkdµ =
−1

L+ h(βk)

n∑
i=1

∫
Si

log− |βk − αi|ωdµ(ω) ≥eq.(35)
(2 + ε0)h(βk)

L+ h(βk)
(37)
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By plugging inequality (36) inside (37) and simplifying the expressions, we finally get:∫
S

θkdµ > 2 +
7
√
log 2n√
N

∀k ∈ N (38)

Thanks to Proposition 1.13(6): ∫
Si

θk ≤ Bi + h(βk)

L+ h(βk)

for Bi ∈ R>0. So, if B = maxi{Bi} we obtain:∫
S

θkdµ ≤ nB + nh(βk)

L+ h(βk)
≤ n .

Note that for n = 2 this already gives a contradiction thanks to (38). We restrict to the case n ≥ 3;
after possibly passing to a subsequence of {θk}, we can assume that

∫
S
θkdµ admits limit and by

inequality (38):

lim
k→∞

∫
S

θkdµ ≥ 2 +
7
√
log 2n√
N

> 2 +
6
√
log 2n√
N

. (39)

Put by simplicity λi,k(ω) := − log− |βk − αi|ω for ω ∈ Si, so

θk(ω) =
λi,k(ω)

L+ h(βk)
.

Then we have:

θk(ω) =
λi,k(ω)

h(βk)
Ak

where Ak := 1− L
L+h(βk)

< 1 and Ak → 1. By Lemma 4.2 from
{

1
Ak

θk
}
we can extract a subsequence{

1
Akj

θkj

}
uniformly convergent to a function θ on S \U , where µ(U) = 0. We extend θ on the whole

S by putting θ|U = 0. Since on a set of finite measure the uniform convergence implies the L1-
convergence we can write:∫

S

θdµ =

∫
S\U

θdµ = lim
j→∞

∫
S\U

1

Akj

θkjdµ = lim
j→∞

∫
S

1

Akj

θkjdµ =

=

(
lim
j→∞

1

Akj

)(
lim
j→∞

∫
S

θkjdµ

)
> 2 +

6
√
log 2n√
N

.

(40)

Consider a positive real number C such that

Cµ(S) <

∫
S

θdµ−
(
2 +

6
√
log 2n√
N

)
and define the set

T := {ω ∈ S : θ(ω) < C} .
Note that T contains the previously introduced U . We obtain the following chain of inequalities:∫

T

θdµ ≤ Cµ(T ) ≤ Cµ(S) <

∫
S

θdµ−
(
2 +

6
√
log 2n√
N

)
which gives ∫

S\T
θdµ > 2 +

6
√
log 2n√
N

Now we define the function θ̂ : S → R≥0 such that

θ̂(ω) =

{
θ(ω) if ω ∈ S \ T
0 otherwise

Clearly θ̂(ω) ≥ C for any ω ∈ S \ T and moreover∫
S

θ̂dµ =

∫
S\T

θdµ > 2 +
6
√
log 2n√
N

.

We can choose γ ∈ ]0, 1[ such that ∫
S

γθ̂dµ > 2 +
6
√
log 2n√
N

. (41)
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We want to show that the function γθ̂ satisfies the hypotheses of Theorem 3.9. Choose δ ∈ R>0 such
that

0 < δ < (1− γ)C

so that for any ω ∈ S \ T we have
γθ̂(ω) < θ̂(ω)− δ .

Since θm converges uniformly to θ on S \T , we can find a positive integer M such that if m > M the
following chain of inequalities holds for any ω ∈ S \ T :

0 < γθ̂(ω) < θ̂(ω)− δ < θm(ω) <
− log− |αi − βm|ω

h(βm) + log
(
42N !

∏n
i=1 H(αi)

2N!
n

) (42)

We choose β := (β(1), . . . , β(N)) in the set {βm}m>M with the following properties:

• The elements β(j) are separated by big enough gaps, so that the matrix T (β) satisfies the h-gap
condition.

• The elements β(j) are chosen in a way that |αi−β(j)|ω ≤ 1 for any i = 1, . . . , n and any ω ∈ S\U .
Note that this is possible because we can iterate n-times Lemma 4.2 starting with the sequence

{θm} and extracting at each step i = 1, . . . , n a sequence {βj} such that ω 7→ − log− |αi−βj |ω
h(βj)

converges uniformly almost everywhere. In this way inequality (42) ensures that γθ̂ is column
bounding.

Finally we can apply Theorem 3.9 for γθ̂ to get:∫
S

γθ̂dµ < 2 +
6
√
log 2n√
N

which contradicts inequality (41). □

Now we show that Theorem 0.2 can be immediately recovered from Theorem (A).

Proposition 4.3. Theorem (A) implies Theorem 0.2.

Proof. Let K be the Galois closure of k(α1, . . . , αn) over k and consider the adelic curve X = (K,Ω, µ)
naturally lying over (k,Vk). The strong µ-equicontinuity condition trivially holds on X since all
singletons of Ω are measurable and infω∈Ω µ({ω}) > 0. For any vi of Theorem 0.2 consider the set

S̃i := {ω ∈ Ω: ω extends vi} = {ωij : j = 1, . . . , r(i)} for i = 1, . . . , n

The set S̃i are orbits under the action of Gal(K/k) on Ω. For each i, j there is αij ∈ K such that

|β − αij |ωij = |β − αi|vi , ∀β ∈ k

Now we apply Theorem (A) on the set S̃ = ∪iS̃i partitioned along the fibers of the map ωij 7→ aij .
Hence we get the following inequality∑

i,j

∫
{ωij}

log− |β − αij |ωijdµ(ω) > −(2 + ε)hX(β).

Note that the summation over i and j doesn’t reflect the partition. But∑
i,j

∫
{ωij}

log− |β − αij |ωijdµ(ω) =
∑
ij

log− |β − αij |ωijµ({ωij}) =

=
∑
i

(
log− |β − αi|vi

∑
j

µ({ωij})

)
=
∑
i

log− |β − αi|vi

Where the last equality follows from [Neu99, Ch. II, Corollary 8.4]:

r(i)∑
j=1

µ({ωij}) =
r(i)∑
j=1

[Kωij : kvi ]

[K : k]
= 1 .
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5 Roth’s theorem for adelic curves (B)

The following definition weakens Definitions 4.1 by requiring the “equicontinuity property” outside
from sets of arbitrary small measure (instead of outside from sets measure 0).

Definition 5.1. A proper adelic curve X = (K,Ω, µ) satisfies the µ-equicontinuity condition if for any
measurable set S ⊂ Ω of finite measure and any real numbers ε, δ > 0 there exists a finite measurable
cover C1, . . . , Cm of S satisfying the following conditions. For all β ∈ K× there exists a measurable
set Uβ ⊂ Ω∞ such that µ(Uβ) < δ and∣∣− log− |β|ω + log− |β|ω′

∣∣ < εh(β) , ∀ω, ω′ ∈ Cj \ Uβ , ∀j = 1, . . . ,m

In [Voj21, Proposition 8.9] it is shown that arithmetic function fields satisfy the µ-equicontinuity
condition. As one could expect the µ-equicontinuity gives a version of Lemma 4.2 that guarantees
uniform convergence outside from a set of arbitrary small measure:

Lemma 5.2. Let X = (K,Ω, ϕ) be a proper adelic curve satisfying the µ-equicontinuity condition. Fix
α ∈ K×, a measurable subset S ⊂ Ω of finite measure and ε > 0. Let {βk} be a sequence in K× such
that βk ̸= α, and h(βk) → +∞. Then for any δ > 0 there exist a subsequence

{
βkj

}
and a measurable

subset T ⊂ Ω∞ with µ(T ) < δ such that for any j, ℓ ∈ N big enough the following inequality holds on
S \ T : ∣∣∣∣∣− log− |α− βkj |ω

h(βkj )
+

log− |α− βkℓ |ω
h(βkℓ)

∣∣∣∣∣ < ε

Proof. The proof is basically the same of Lemma 4.2 with the only difference that one has to keep
track of the subset T . For all details one can see the more general result of [Voj21, Lemma 8.10].

Definition 5.3. A proper adelic curve X = (K,Ω, µ) satisfies the uniform integrability condition if
for any β ∈ K× and any ε > 0 there exist δ > 0 such that if T ⊂ Ω∞ is a measurable subset satisfying
µ(T ) < δ, then ∫

T

− log− |β|ωdµ < εhX(β)

Vojta shows that arithmetic function fields satisfy the uniform integrability condition in [Voj21,
Lemma 8.8].

The following lemma provides a key step in our proof:

Lemma 5.4. Let X = (K,Ω, ϕ) be a proper adelic curve satisfying the µ-equicontinuity condition and
the uniform integrability condition. Assume that Theorem B doesn’t hold for certain S, α1, . . . , αn ∈ K
and ε0 ∈ R>0. Let N > 0 an integer, ε ∈ ]0, ε0[, and r0, r1 > 1 two real numbers. Then there exist
β(1), . . . , β(N) ∈ K satisfying the following conditions:

(1) h(β(1)) > r0

(2) h(β(k))

h(β(k−1))
> r1 for any k = 2, . . . , N .

(3) There is a partition S = S1 ⊔ . . . ⊔ Sn such that:

n∑
i=1

∫
Si

min
1≤k≤N

(
− log− |β(k) − αi|ω

h(β(k))

)
dµ(ω) > 2 + ε+

1

h(β(1))

Proof. The rather technical proof can be found in [Voj21, Proposition 8.12] for arithmetic function
fields, and it can be repeated line by line for our case. The proof uses [Voj21, Lemmas 8.10, 8.11],
that in turn rely on 3 assumptions denoted in [Voj21] by (i), (ii), (iii). Vojta needs to show that such
assumptions are satisfied in his case, and the proofs are quite involved. On the other hand, we now
explain why the assumptions hold immediately in our setting: assumption (i) follows by the integral
Liouville inequality (see Proposition 1.13(6)) if we put Ξ = {βk}, q = 1, λβk,1 = − log− |α − βk|,
c9 = h(α) + log 2. Assumption (ii) is the µ-equicontinuity condition. Assumption (iii) is the uniform
integrability condition.

Finally, note that in the statement of [Voj21, Proposition 8.12] the condition (1) is not explicitly
mentioned as a consequence of the hypotheses, but it can be easily deduced from the proof.

Proof of theorem (B). When n = 1, then Proposition 1.13(6) says that∫
S

log− |β − α|ωdµ(ω) ≥ − log 2− h(β)− h(α) ,

hence any β such that h(β) > log 2+h(α)+c
1+ε

satisfies Roth’s inequality.
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Fix n ≥ 2. Assume by contradiction that the theorem is false for some ε0 > 0 and that the
counterexample is given by a sequence of approximants {βk} such that h(βk) → +∞.

Fix ε1 > 0, then there exists a δ > 0 such that the condition of Definition 5.3 holds. By repeatedly
applying n-times Lemma 5.2, we can extract from {βk} a subsequence {βm} having the property that
|αi − βm|ω ≤ 1 for any m, any i = 1, . . . , n, and any ω ∈ S \ T , where T ⊂ Ω∞ and µ(T ) < δ.

Now we apply Lemma 5.4; for any r0, r1 > 1 and ε < ε0 there exist β
(1), . . . , β(N) ∈ {βm} satisfying

the properties (1)-(3). Consider the matrix constructed with the vector β = (β(1), . . . , β(N)):

T (β) =



α1 α1 α1 . . . α1

α2 α2 α2 . . . α2

...
...

...
...

...
...

...
...

...
...

αn αn αn . . . αn

β(1) β(2) β(3) . . . β(N)


Pick a constant:

L > log

(
42N !

n∏
i=1

H(αi)
2N!
n

)
We are ready to construct a function θ ∈ L1(S, µ) which will give the desired contradiction. We
define it as a piecewise function by putting for any ω ∈ Si:

θ|Si(ω) = min
k

− log− |β(k) − αi|ω
L+ h(β(k))

= min
k

− log− |β(k) − αi|ω
h(β(k))

Ak

where Ak = 1− L

L+h(β(k))
. We can choose h(β(1)) ≫ L ≫ N ≫ 1 in a way that we can assume:

ε >
2

A1
+

6
√
log 2n

A1

√
N

− 2− 1

h(β1)
> 0 (43)

By using property (3) of Lemma 5.4 and (43) we get:

∫
S

θdµ =

n∑
i=1

∫
Si

θ|Sidµ > A1

n∑
i=1

∫
Si

min
k

− log− |β(k) − αi|ω
h(β(k))

dµ(ω) > A1

(
2 + ε+

1

h(β(1))

)
> 2+

6
√
log 2n√
N

.

(44)
Now we want to show that we can apply Theorem 3.9.
Now notice that

• T (β) satisfies the h-gap condition since we can choose the β(k) such that the heights h(β(k)) are
separated enough by property (2) of Lemma 5.4.

• Since |αi − β(k)|ω ≤ 1 for ω ∈ S \ T , the function θ is column bounding for T (β) (but not for
the whole S). Indeed for any k = 1, . . . , N and ω ∈ Si \ T we have that:

θ(ω) ≤ − log− |β(k) − αi|ω
L+ h(β(k))

≤ − log− |αi − β(k)|ω
log
(
42N !

∏n
i=1 H(αi)

2N!
n

)
+ h(β(k))

Therefore we can apply Theorem 3.9 to conclude that:∫
S\T

θdµ =

∫
S

θdµ−
∫
T

θdµ < 2 +
6
√
log 2n√
N

Let’s define

Bki :=
h(2) + h(αi) + h(β(k))

h(β(k))
for 1 ≤ k ≤ N , 1 ≤ i ≤ n

and
Mi := max

1≤k≤N
AkBki

Then by using the uniform integrability (for our previously found T such that µ(T ) < δ) we can write
the following chain of inequalities for any 1 ≤ k ≤ N and any 1 ≤ i ≤ n:∫

T∩Si

θdµ ≤ Ak

∫
T∩Si

− log− |β(k) − αi|ω
h(β(k))

dµ(ω) = AkBki

∫
T∩Si

− log− |β(k) − αi|ω
h(2) + h(αi) + h(β(k))

dµ(ω) ≤

≤ AkBki

∫
T∩Si

− log− |β(k) − αi|ω
h(β(k) − αi)

dµ(ω) < AkBkiε1 ≤ Miε1 .
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By the arbitrariness of ε1 we finally have∫
S

θdµ ≤ 2 +
6
√
log 2n√
N

which contradicts inequality (44).
□

Note that in the proofs of Theorems (A) and (B) we didn’t assume Northcott property for our
adelic curve.

Example 5.5. Consider the adelic curve X = (Q,Ω, id) naturally obtained from the field K = Q
as in Example (1.4). We prove that the adelic curve X = (Q,Ω, id) doesn’t satisfy the (strong)
µ-equicontinuity condition by showing that the generalised Roth’s theorem doesn’t hold.

The Thue equation X3 − 2Y 3 = 1 has infinitely many solutions (xk, yk) =
(

3
√
2k3 + 1, k

)
for

k = 1, 2, . . . in the algebraic integers. Note that by a theorem of Mahler such solutions cannot be
contained in a number field (see for instance [Zan09, Theorem 3.12]). Consider now the approximants

βk = xk
yk

= 3

√
2 + 1

k3 for α = 3
√
2. First of all notice that

h

(
3

√
2 +

1

k3

)
= log k +O(1)

whereas by using the identity ζ23 + ζ3+1 = 0 where ζ3 is a primitive cubic root of the unity we obtain

− log |βk − α| = − log

∣∣∣∣xk − 3
√
2yk

k

∣∣∣∣ = − log

∣∣∣∣ x3
k − 2y3

k

k(xk − ζ3
3
√
2yk)(xk − ζ23

3
√
2yk)

∣∣∣∣ =
= log k + log

∣∣∣xk − ζ3
3
√
2yk

∣∣∣+ log
∣∣∣xk − ζ23

3
√
2yk

∣∣∣ = 3 log k +O(1)

With the same strategy employed in Proposition 4.3 it is easy to show that these calculations give
a counterexample to Theorem (A) for the adelic curve X . Hence we conclude that X cannot satisfy
the (strong) µ-equicontinuity condition.

Appendices

A Construction of the interpolating polynomial

In this appendix we will sketch the construction of the interpolating polynomial δ of section 2. For
all the details the reader can check [Cor97].

We employ the same notations of section 2. We are going to construct a complicated matrix
A(X) depending on the following parameters: s, t1, . . . , tn ∈ R, with 0 < s < 1 and 0 < th < N

2
for

h = 1, . . . , n. The columns of the matrix are indexed by a ∈ GN ; the rows are indexed by ih ∈ Gth

(for any h = 1, . . . , n) and moreover we put in+1 ∈ Gs. The order on multi-indices is the lexicographic
one.

A(X) :=


(
a
ih

)
α
a−ih
h(

a
in+1

)
Xa−in+1


ih,a

(45)

Note that A(X) has #(Gs) +
∑

h #(Gth) rows and #(GN ) =
∏n

h=1⌊dh + 1⌋ columns, and moreover
all the elements of the last #(Gs) rows are monomials. Clearly we can always choose the parameters
s, t1, . . . , tn ∈ R in order to obtain a matrix A(X) with more rows than columns. Let’s see an explicit
condition that tells us when this can be achieved: the number of rows is greater than the number of
columns if

#(Gs) +

n∑
h=1

#(Gth) >

n∏
h=1

⌊dh + 1⌋ ,

therefore thanks to Lemma 2.2, for d1, . . . , dN very big, it is enough to have the following conditions
on volumes:

V (s) +

n∑
h=1

V (th) > 1. (46)

The volumes V (s), V (t1), . . . V (tn) heavily determine the algebraic properties of the matrix A(X),
in fact we will now present a stronger condition on the quantity V (s) +

∑n
h=1 V (th) ensuring that

A(X) has maximal rank.
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Proposition A.1. Let d1, . . . , dN be big enough and let d1 > d2 > . . . > dN . Moreover assume that

α
(j)
h ̸= α

(j)
k , ∀ j = 1, . . . N, ∀h, k = 1, . . . , n, h ̸= k .

If for s, t1, . . . , tn ∈ R, with 0 < s < 1 and 0 < th < N
2

we have that

V (s) +

n∑
h=1

V (th) >

N−1∏
j=1

(
1 + (n− 1)

N∑
i=j+1

di
dj

)
(47)

then, for any β = (β(1), β(2), . . . , β(N)) ∈ KN such that

β(j) ̸= α
(j)
h , ∀ j = 1, . . . N, ∀h = 1, . . . , n, ,

the rank of A(β) is maximal and equal to the number of columns.

Proof. See [Cor97, Proposition 2.1] and notice that it uses a version of Dyson’s lemma for polynomials
in many variables proved in [EV84].

One can always assume that the parameters s, t1, . . . , tn are chosen in a way that we always get

(1 + η)N < V (s) +

n∑
h=1

V (th) < 1 + 2Nη (48)

It is not difficult to see (check [Cor97, page 159]) that equation (48) implies (47). Therefore thanks
to Proposition A.1 we can extract from A(X) a square submatrix M(X) of dimension

r := #(GN ) =

n∏
h=1

⌊dh + 1⌋ ,

which is the number of columns of A(X), such thatM(X) has maximal rank for any β componentwise
different from any αh. Moreover one can choose M(X) in a way that contains the last #(Gs) rows
of A(X), since they are linearly independent for any choice of β ∈ RN . The polynomial δ(X) is
the determinant of the matrix M(X). At this point all the arguments used in [Cor97] to prove the
bounds about δ can be applied verbatim in our setting with the only difference that in order to
estimate hX(δ) one has to take the integral over Ω instead of the summation over all places.
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