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#### Abstract
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## 1 Introduction

Several theorems prove the finiteness of the solutions of certain Diophantine equations and inequalities, both over number fields and over function fields. Regarding any Diophantine problem with finitely many solutions we talk about "effective solution" when we are able to find an explicit bound on the height of the solutions, whereas we refer to "quantitative solution" when we are able to bound only the number of solutions. In general one can deduce the latter from the former. Diophantine problems are very often much easier on function fields than on number fields, and a classical example is given by the $S$-unit equation: indeed for function fields we have a simple proof for the effective solution (see for instance [Zan09, Theorem 3.16]) whereas for number fields we only have quantitative results (see [Eve84]) or some partial effective results (see for instance [BG96]).

Roughly speaking, adelic curves are fields whose absolute values are parameterized by a measure space; they have been introduced by Chen and Moriwaki in [CM20]. They are a generalisation of number fields and function fields, but they also generalise a very important and less understood family of fields, i.e. arithmetic function fields. Such fields are finite generated extensions of $\mathbb{Q}$ endowed with a set of absolute values coming from an arithmetic variety completed in the Arakelov sense (see [Voj21, Section 3]). Therefore, it is interesting to formulate and solve Diophantine problems for adelic curves, because this means having unifying proofs of theorems that belong to apparently different frameworks.

For instance, two generalisations of Roth's theorem for adelic curves have been proved in [DZ23]. Some extra properties on the adelic curves are needed in order to ensure the validity of Roth's theorem(s), nevertheless the proved results include the classical Roth's theorem for number fields, function fields and also the the more recent version of Roth's theorem for arithmetic function fields of [Voj21]. At the time of writing we don't know of any quantitative version of Roth's theorem for adelic curves, whereas several quantitative results are known only for number fields and function fields: [DR55], [BvdP88], [BvdP90], [Gro90], [Sch95], [Cor97].

In this short paper we investigate the quantitative solution of certain Diophantine inequalities for adelic curves. Let's first fix some notations that we will keep throughout the whole paper, some more details on the definitions will be given in Section 2:

Notations. $\mathbb{K}$ is a field of characteristic 0 and $\mathbb{X}=(\mathbb{K}, \Omega, \phi)$ is a proper adelic curve. The adjective "proper" means that we have a product formula. $\Omega$ denotes the measure space, with measure $\mu$, that parameterises the absolute values of $\mathbb{K}$ through the function $\phi$. The logarithmic height on $\mathbb{X}$ is denoted by $h=h_{\mathbb{X}}$, and we will also make use of the exponential height $H=e^{h}$. We fix a subset $S \subset \Omega$ of finite measure; $\alpha_{1}, \ldots, \alpha_{n}$ are distinct elements of $\mathbb{K}^{\times} ; A>0$ and $\varepsilon>0$ are real constants; $\theta: S \rightarrow \mathbb{R}_{\geq 0}$ is a measurable function such that $\int_{S} \theta d \mu \geq 2+\varepsilon$.

With the above notations fixed, we study the following system of inequalities in the variable $\beta \in \mathbb{K}^{\times}:$

$$
\begin{equation*}
\left|\beta-\alpha_{i}\right|_{\omega} \leq(A H(\beta))^{-\theta(\omega)}, \quad \text { for } i=1, \ldots, n \text { and } \omega \in S \tag{1}
\end{equation*}
$$

Before the presentation of the results let's explain the importance of this Diophantine problem. Assume that $\beta$ satisfies the inequalities of (1), and choose any map $S \ni \omega \mapsto \alpha_{\omega} \in\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}$. Then from (1) we get:

$$
\begin{equation*}
\int_{S} \frac{\log \left|\beta-\alpha_{\omega}\right|_{\omega} d \mu}{\log A+h(\beta)} \leq-\int_{S} \theta d \mu \leq-2-\varepsilon \tag{2}
\end{equation*}
$$

Thus $\beta$ is a solution of (a modified) Roth's inequality for adelic curves (i.e. a good approximant). Recall that [DZ23, Theorem A] shows that if $\mathbb{X}$ satisfies the strong $\mu$-equicontinuity property, then the solutions of Roth's inequality have bounded heights.
Remark 1.1. When $\Omega$ has the counting measure Corvaja shows in [Cor97] that Roth's inequality can be reduced to solving at most $M$ systems of the type (1), where $M$ is a number depending on $\# S$. Therefore in this special case an effective/quantitative solution of (1) would also give an effective/quantitative solution of Roth's inequality. Corvaja's reduction process is based on the following simple fact: for any $\beta \in \mathbb{K}^{\times}$the functions $\omega \mapsto \min \left(1,\left|\beta-\alpha_{i}\right|_{\omega}\right)$ can be seen as points in the hypercube $\mathcal{C}=[0,1]^{(\# S)}$, then one can subdivide $\mathcal{C}$ in smaller hypercubes of the same diameter by using a mesh. Then, the points inside $\mathcal{C}$ can be approximated with arbitrary precision (eventually after refining the mesh) by the finitely many corners of the smaller hypercubes. The usage of some combinatorics on hypercubes is very common for the effective/quantitative solution of Diophantine problems, see for instance [Eve84] for another application. These techniques clearly don't make sense when $\Omega$ is a general measure space.

We prove the following quantitative result that gives an upper bound on the number of solutions of (1) with large height:
Theorem 1.2. Fix $N=\max \left(\left\lceil 21^{2} \log 2 n\right\rceil,\left\lceil\frac{49 \log 2 n}{\varepsilon^{2}}\right\rceil\right)$ and $A \leq 4^{2 N!} \prod_{i=1}^{n} H\left(\alpha_{i}\right)^{\frac{2 N!}{n}}$. Let $\mathcal{B}$ be the set of solutions $\beta \in \mathbb{K}^{\times}$of system (1) satisfying:

$$
h(\beta) \geq \max \left(\log A, 2 \log A+\frac{4 \log A-2 h(2)-\log 4}{\varepsilon}\right) ;
$$

then

$$
\# \mathcal{B}<(N-1)\left(1+\frac{\log 8 n N^{2} N!}{\log (1+\varepsilon / 2)}\right)
$$

The strength of this result is that it holds for any proper adelic curves without extra assumptions, in particular it is independent of the Northcott property (see Definition 2.8). In other words it can be seen as a consequence of the product formula only. Notice that the bound on the number of solutions depends only on $n$ and $\varepsilon$; moreover when $A \leq 1$ then

$$
\max \left(\log A, 2 \log A+\frac{4 \log A-2 h(2)-\log 4}{\varepsilon}\right) \leq 0
$$

so Theorem 1.2 gives a bound for all the solutions of the system of inequalities. In the concrete case of arithmetic function fields this quantitative result seems completely new and it could lead to interesting applications.

Our proof is based on the ideas in [Cor97] and it follows from the combination of two gap principles. In general a gap principle for a Diophantine problem is a result that gives a constraint on the distribution of the heights of the solutions (of the problem). The first gap principle of this paper is very simple and is an application of the integral Liouville inequality (recalled in Proposition 2.7). It gives a lower bound, depending on $\varepsilon$, on the ratio of the heights of the solutions. The second gap principle is more complicated since it follows from [DZ23, Theorem 3.9] which in turn relies on a highly nontrivial version of Dyson's lemma for multivariate polynomials (see [EV84]). Roughly speaking it gives an opposite constraint to the first gap principle, in fact the second gap principle says that system (1) cannot have "too many big solutions" whose heights are "spaced enough".
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## 2 Preliminaries

Here we collect the main definitions from the theory of adelic curves; for more details the reader can consult [CM20], [CM21] and [DZ23]. We will use the following notations:

$$
\log ^{+} x:=\max \{0, \log x\}, \quad \log ^{-} x:=\min \{0, \log x\} ; \quad \forall x \in \mathbb{R}_{>0}
$$

Definition 2.1. Let $\mathbb{K}$ be a field of characteristic 0 , let $M_{\mathbb{K}}$ be the set of all absolute values of $\mathbb{K}$ and let $\Omega=(\Omega, \mathcal{A}, \mu)$ be a measure space endowed with a map

$$
\begin{aligned}
\phi: \Omega & \rightarrow M_{\mathbb{K}} \\
\omega & \mapsto|\cdot|_{\omega}:=\phi(\omega) .
\end{aligned}
$$

such that for any $a \in \mathbb{K}^{\times}$, the real valued function $\omega \mapsto \log |a|_{\omega}$ lies in $L^{1}(\Omega, \mu)$. The triple $\mathbb{X}=(\mathbb{K}, \Omega, \phi)$ is called an adelic curve; $\Omega$ and $\phi$ are respectively the parameter space and the parametrization. We denote with $\Omega_{\infty}$ the subset of $\Omega$ made of all elements $\omega$ such that $|\cdot|_{\omega}$ is archimedean. We set $\Omega_{0}:=\Omega \backslash \Omega_{\infty}$.

It is easy to show that the set $\Omega_{\infty}$ is always measurable [CM20, Proposition 3.1.1].
Definition 2.2. An adelic curve $\mathbb{X}=(\mathbb{K}, \Omega, \phi)$ is said to be proper if for any $a \in \mathbb{K}^{\times}$:

$$
\begin{equation*}
\int_{\Omega} \log |a|_{\omega} d \mu(\omega)=0 \tag{3}
\end{equation*}
$$

The above property is obviously a generalisation of the product formula. Let's mention some important examples of adelic curves:
Example 2.3. Any number field with the counting measure on $\Omega$ and the "natural" choice of $\phi$ is a proper adelic curve. Notice that in this case $\phi$ could not be injective, in fact in order to obtain a product formula as in equation (3) one usually considers twice the complex embeddings.
Example 2.4. An arithmetic function field $K$ with a big polarisation is a proper adelic curve. For details see [Voj21, Section 3].
Example 2.5. A polarised algebraic function field (in $d \geq 1$ variables) over a field of characteristic 0 can be endowed with a structure of proper adelic curve. For details see [CM20, 3.2.4].
Definition 2.6. Let $\mathbb{X}=(\mathbb{K}, \Omega, \phi)$ be a proper adelic curve then the (logarithmic) height of an element $\beta \in \mathbb{K}^{\times}$is defined as

$$
h(\beta)=h_{\mathbb{X}}(\beta)=\int_{S} \log ^{+}|\beta|_{\omega} d \mu(\omega)
$$

We also put $H(\beta):=e^{h(\beta)}$.
If $\overline{\mathbb{K}}$ is an algebraic closure of $\mathbb{K}$ one can produce a natural structure of adelic curve on $\overline{\mathbb{K}}$, so that the height can be defined for any element algebraic over $\mathbb{K}$. The details can be checked on the main references of this section, but in this paper we don't need to deal with the extensions of adelic curves. If $\omega \in \Omega_{\infty}$, by Ostrowski's theorem there exists a real number $\left.\left.\epsilon(\omega) \in\right] 0,1\right]$ such that $|\cdot|_{\omega}=|\cdot|^{\epsilon(\omega)}$ where on the right we mean the standard euclidean absolute value on $\mathbb{C}$. Thus, we have a map $\left.\left.\epsilon: \Omega_{\infty} \rightarrow\right] 0,1\right]$ which can be extended to $\epsilon: \Omega \rightarrow[0,1]$ by putting $\epsilon_{\mid \Omega_{0}}:=0$. For instance, for an archimedean $|\cdot|_{\omega}$ we have $\log |2|_{\omega}=\epsilon(\omega) \log 2$, therefore we obtain the explicit expression of the function $\epsilon$ on the whole $\Omega$ :

$$
\epsilon(\omega)=\frac{\log ^{+}|2|_{\omega}}{\log 2}
$$

Clearly $\epsilon$ is a measurable function. Moreover we always normalise the measure on $\Omega$ in order to satisfy the inequality $h(2) \leq \log 2$. One can prove several standard properties for the height on $\mathbb{X}$, but here we will need only the following one:
Proposition 2.7 (Integral Liouville inequality). For any $\alpha, \beta \in \mathbb{K}^{\times}$and any measurable $U \subseteq \Omega$ we have:

$$
\int_{U} \log |\alpha-\beta|_{\omega} d \mu(\omega) \geq-\log 2-h(\alpha)-h(\beta)
$$

Proof. See [DZ23, Proposition 1.13].
Finally, let's recall the notion of Northcott property for adelic curves
Definition 2.8. A proper adelic curve $\mathbb{X}=(\mathbb{K}, \Omega, \mu)$ satisfies the Northcott property if for any $C \in \mathbb{R}$ the set $\{\alpha \in \mathbb{K}: h(a)\} \leq C$ is finite.

We point out once again that this notion won't be needed for our finiteness results.

## 3 Quantitative result

### 3.1 First gap principle

We show that for any two distinct solutions of (1) with big heights, the ratio between the heights (if it is $\geq 1$ ) can be bounded from below by a constant depending only on $\varepsilon$. In other words the heights of such solutions must be separated by "big enough gaps".

Proposition 3.1. Let $\beta_{1}, \beta_{2} \in \mathbb{K}^{\times}$two distinct solutions of the system of inequalities (1) such that:

$$
\begin{equation*}
h\left(\beta_{2}\right) \geq h\left(\beta_{1}\right) \geq 2 \log A+\frac{4 \log A-2 h(2)-\log 4}{\varepsilon} \tag{4}
\end{equation*}
$$

then

$$
\frac{h\left(\beta_{2}\right)}{h\left(\beta_{1}\right)} \geq 1+\frac{\varepsilon}{2}
$$

Proof. If $\omega$ is archimedean, by the triangle inequality we have

$$
\left|\beta_{1}-\beta_{2}\right|_{\omega}^{1 / \epsilon(\omega)} \leq\left|\beta_{1}-\alpha\right|_{\omega}^{1 / \epsilon(\omega)}+\left|\beta_{2}-\alpha\right|_{\omega}^{1 / \epsilon(\omega)} \leq 2\left(A H\left(\beta_{1}\right)\right)^{-\theta(\omega) / \epsilon(\omega)}
$$

where $\epsilon(\omega)$ is the function defined in the previous section. So

$$
\left|\beta_{1}-\beta_{2}\right|_{\omega} \leq 2^{\epsilon(\omega)}\left(A H\left(\beta_{1}\right)\right)^{-\theta(\omega)}
$$

Then we take the logarithm and the integral over $\Omega_{\infty}$ and we obtain the following inequality:

$$
\begin{equation*}
\int_{\Omega_{\infty}}-\log \left|\beta_{1}-\beta_{2}\right|_{\omega} \geq\left(\log A+h\left(\beta_{1}\right)\right) \int_{\Omega_{\infty}} \theta d \mu-\log 2 \int_{\Omega_{\infty}} \epsilon d \mu \geq\left(\log A+h\left(\beta_{1}\right)\right) \int_{\Omega_{\infty}} \theta d \mu-h(2) \tag{5}
\end{equation*}
$$

If $\omega$ is non-archimedean

$$
\left|\beta_{1}-\beta_{2}\right|_{\omega} \leq \max \left\{\left|\beta_{1}-\alpha\right|_{\omega},\left|\beta_{2}-\alpha\right|_{\omega}\right\} \leq\left(A H\left(\beta_{1}\right)\right)^{-\theta(\omega)}
$$

and after integrating over $\Omega_{0}$ we get

$$
\begin{equation*}
\int_{\Omega_{0}}-\log \left|\beta_{1}-\beta_{2}\right|_{\omega} \geq\left(\log A+h\left(\beta_{1}\right)\right) \int_{\Omega_{0}} \theta d \mu \tag{6}
\end{equation*}
$$

At this point we sum (5) and (6), and we use the property $\int_{\Omega} \theta d \mu \geq \int_{S} \theta d \mu \geq 2+\varepsilon$ :

$$
\int_{\Omega}-\log \left|\beta_{1}-\beta_{2}\right|_{\omega} \geq\left(\log A+h\left(\beta_{1}\right)\right) \int_{\Omega} \theta d \mu-h(2) \geq(2+\varepsilon)\left(\log A+h\left(\beta_{1}\right)\right)-h(2)
$$

Proposition 2.7 now implies

$$
h\left(\beta_{1}\right)+h\left(\beta_{2}\right)+\log 2 \geq(2+\varepsilon)\left(\log A+h\left(\beta_{1}\right)\right)-h(2)
$$

and dividing by $h\left(\beta_{1}\right)$ we get:

$$
\frac{h\left(\beta_{2}\right)}{h\left(\beta_{1}\right)} \geq 1+\varepsilon+\frac{(2+\varepsilon) \log A-h(2)-\log 2}{h\left(\beta_{1}\right)}
$$

We conclude thanks to the lower bound of inequality (4).
Remark 3.2. Note that if $\log A \leq \frac{2 h(2)+\log 4}{2 \varepsilon+4}$ the condition on the lower bound of $h\left(\beta_{1}\right)$ is empty and Proposition 3.1 gives a gap bound for all the solutions.

### 3.2 Second gap principle

For commodity let's introduce the following notation:
Definition 3.3. Let $I$ be a real bounded interval with $a=\inf I, b=\sup I$ and $1<a<b$. The logarithmic length of $I$ is defined as the real number $\log \frac{b}{a}$. If $a<1$ one can anyway define the logarithmic length after an adequate translation of the interval.
Definition 3.4. We say that two vectors $\boldsymbol{\alpha}=\left(\alpha^{(1)}, \ldots, \alpha^{(N)}\right), \boldsymbol{\beta}=\left(\beta^{(1)}, \ldots, \beta^{(N)}\right)$ are componentwise different if $\alpha^{(j)} \neq \beta^{(j)}$ for $j=1, \ldots, N$.

We now need to recall some notion and results from [DZ23]; we also keep the exact same notation of [DZ23] (even for the indices) in order to ease the comparison. Consider a proper adelic curve $(\mathbb{K}, \Omega, \phi)$ and a set of vectors $\boldsymbol{\alpha}_{1}, \ldots, \boldsymbol{\alpha}_{n}, \boldsymbol{\beta} \in \mathbb{K}^{N}$ which are componentwise different. We construct the following matrices $T:=T\left(\boldsymbol{\alpha}_{1}, \ldots \boldsymbol{\alpha}_{n}\right) \in M(n \times N, \mathbb{K})$ and $T(\boldsymbol{\beta}) \in M(n+1 \times N, \mathbb{K})$ :

$$
T:=\left(\begin{array}{cccc}
\alpha_{1}^{(1)} & \alpha_{1}^{(2)} & \ldots & \alpha_{1}^{(N)} \\
\alpha_{2}^{(1)} & \alpha_{2}^{(2)} & \ldots & \alpha_{2}^{(N)} \\
\vdots & \vdots & \vdots & \vdots \\
\alpha_{n}^{(1)} & \alpha_{n}^{(2)} & \ldots & \alpha_{n}^{(N)}
\end{array}\right) ; \quad T(\boldsymbol{\beta})=\left(\begin{array}{cccc}
\alpha_{1}^{(1)} & \alpha_{1}^{(2)} & \ldots & \alpha_{1}^{(N)} \\
\alpha_{2}^{(1)} & \alpha_{2}^{(2)} & \ldots & \alpha_{2}^{(N)} \\
\vdots & \vdots & \vdots & \vdots \\
\alpha_{n}^{(1)} & \alpha_{n}^{(2)} & \ldots & \alpha_{n}^{(N)} \\
\beta^{(1)} & \beta^{(2)} & \ldots & \beta^{(N)}
\end{array}\right)
$$

We denote by $\boldsymbol{\alpha}^{(j)}, j=1, \ldots, N$ the columns of $T$, that is:

$$
\boldsymbol{\alpha}^{(j)}=\left(\begin{array}{c}
\alpha_{1}^{(j)} \\
\alpha_{2}^{(j)} \\
\vdots \\
\alpha_{n}^{(j)}
\end{array}\right)
$$

and by $\boldsymbol{\alpha}_{h}$, for $h \in\{1,2, \ldots, n\}$, the rows:

$$
\boldsymbol{\alpha}_{h}=\left(\alpha_{h}^{(1)}, \alpha_{h}^{(2)}, \ldots, \alpha_{h}^{(N)}\right)
$$

Note that we are asking for the matrices $T$ and $T(\boldsymbol{\beta})$ to have componentwise different rows.
Definition 3.5. For the matrix $T(\boldsymbol{\beta})$, consider the following real numbers for any $j=1, \ldots, N$ :

$$
\begin{align*}
& \rho_{j}:=4^{2 N!} H\left(\beta^{(j)}\right) \prod_{h=1}^{n} H\left(\alpha_{h}^{(j)}\right)^{\frac{2 N!}{n}}  \tag{7}\\
& \rho_{j}^{\prime}:=4^{N!} H\left(\beta^{(j)}\right) \prod_{h=1}^{n} H\left(\alpha_{h}^{(j)}\right)^{\frac{N!}{2 n}} \tag{8}
\end{align*}
$$

We say that $T(\boldsymbol{\beta})$ satisfies the h-gap property if the following inequality is satisfied:

$$
\frac{\log \rho_{j}}{\log \rho_{j+1}^{\prime}}<\frac{1}{4 n N^{2} N!}, \quad \forall j=1, \ldots, N-1
$$

Definition 3.6. Fix a measurable set $S=S_{1} \sqcup \ldots \sqcup S_{n}$. We say that an integrable function $\theta: S \rightarrow \mathbb{R}_{\geq 0}$ is a column bounding function for $T(\boldsymbol{\beta})$ on $S$ if the following inequality holds:

$$
\begin{equation*}
-\frac{1}{\log \rho_{j}} \log \left|\alpha_{h}^{(j)}-\beta^{(j)}\right|_{\omega} \geq \theta(\omega) \quad \forall j=1, \ldots, N, \forall h=1, \ldots, n, \forall \omega \in S_{h} \tag{9}
\end{equation*}
$$

Remark 3.7. Note that if $\theta$ is column bounding then it follows immediately that $\left|\alpha_{h}^{(j)}-\beta^{(j)}\right|_{\omega} \leq 1$ for any $j=1, \ldots, N, h=1, \ldots, n, \omega \in S_{h}$.

The following nontrivial theorem is the crucial ingredient for the second gap principle.
Theorem 3.8. Let $(\mathbb{K}, \Omega, \phi)$ be a proper adelic curve. Assume that the matrix $T(\boldsymbol{\beta}) \in M(n \times N, \mathbb{K})$ satisfies the h-gap property (see Definition 3.5). Moreover fix $N>21^{2} \log 2 n$ and let $\theta: S \rightarrow \mathbb{R} \geq 0$ be a column-bounding function for $T(\boldsymbol{\beta})$ (see Definition 3.6). Then

$$
\int_{S} \theta d \mu<2+\frac{7 \sqrt{\log 2 n}}{\sqrt{N}}
$$

Proof. See [DZ23, Theorem 3.9].
The following gap principle informally says that for $A$ not very big we cannot allow too many solutions of (1) having heights which are at the same time big and very spaced.
Proposition 3.9. Fix $N=\max \left(\left\lceil 21^{2} \log 2 n\right\rceil,\left\lceil\frac{49 \log 2 n}{\varepsilon^{2}}\right\rceil\right)$ and $A \leq 4^{2 N!} \prod_{i=1}^{n} H\left(\alpha_{i}\right)^{\frac{2 N!}{n}}$. Then the solutions $\beta \in \mathbb{K}^{\times}$of (1) such that $H(\beta) \geq A$ are contained in at most $N-1$ intervals of logarithmic length less or equal than $\Gamma=8 n N^{2} N$ !

Proof. Assume by contradiction that there are $N$ solutions $\beta_{1}, \ldots, \beta_{N}$ satisfying

$$
\frac{h\left(\beta_{j}\right)}{h\left(\beta_{j+1}\right)}<\frac{1}{\Gamma}
$$

and consider the matrix

$$
T(\boldsymbol{\beta})=\left(\begin{array}{cccc}
\alpha_{1} & \alpha_{1} & \ldots & \alpha_{1} \\
\alpha_{2} & \alpha_{2} & \ldots & \alpha_{2} \\
\vdots & \vdots & \vdots & \vdots \\
\alpha_{n} & \alpha_{n} & \ldots & \alpha_{n} \\
\beta_{1} & \beta_{2} & \ldots & \beta_{N}
\end{array}\right)
$$

Then

$$
\begin{equation*}
\frac{h\left(\beta_{j}\right)+2 N!\log 4+\sum_{i=1}^{n} \frac{2 N!}{n} h\left(\alpha_{i}\right)}{h\left(\beta_{j+1}\right)+N!\log 4+\sum_{i=1}^{n} \frac{N!}{n} h\left(\alpha_{i}\right)} \leq \frac{h\left(\beta_{j}\right)+\log A}{h\left(\beta_{j+1}\right)} \leq \frac{2 h\left(\beta_{j}\right)}{h\left(\beta_{j+1}\right)}<\frac{2}{\Gamma}=\frac{1}{4 n N^{2} N!} \tag{10}
\end{equation*}
$$

which means that $T(\beta)$ satisfies the $h$-gap property. Moreover since any $\beta_{j}$ is a solution of (1) we have that $\theta$ is column bounding for $T(\beta)$, indeed:

$$
-\frac{1}{\log \rho_{j}} \log \left|\beta-\alpha_{i}\right|_{\omega} \geq-\frac{1}{h\left(\beta_{j}\right)+\log A} \log \left|\beta-\alpha_{i}\right|_{\omega} \geq \theta(\omega) .
$$

Thus we can apply Theorem 3.8 and contradict $\int_{S} \theta d \mu>2+\varepsilon$ (because of the choice of $N$ ).

### 3.3 Conclusion of the proof

Let's keep the notations fixed in the introduction of the paper. We use the above gap principles to prove the main result.

Proof of Theorem 1.2. By Proposition 3.1 the height function $h$ is injective on $\mathcal{B}$, therefore the cardinality of $\mathcal{B}$ is equal to the cardinality of $h(\mathcal{B})$. Let $x_{1}<x_{2}<\ldots<x_{r}$ be a finite sequence of real numbers such that $x_{j}<x_{j+1}^{\gamma}$ with $\gamma<1$. We want to bound the number of such elements that can be contained in an interval of logarithmic length equal to $\Gamma>1$. We clearly have

$$
\frac{1}{\Gamma} \leq \frac{\log x_{1}}{\log x_{r}}<\gamma^{r-1}
$$

which means $r<1-\frac{\log \Gamma}{\log \gamma}$. So by using Proposition 3.1 and Proposition 3.9 we conclude that

$$
\# h(\mathcal{B})<(N-1)\left(1+\frac{\log 8 n N^{2} N!}{\log (1+\varepsilon / 2)}\right) .
$$
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